
A Superior Hardware Platform  
for Server Virtualization 
Improving Data Center Flexibility, Performance and TCO  
with Intel® Virtualization Technology

Superior Virtualization 
through Comprehensive 
Hardware Support
Intel® Virtualization Technology (Intel® VT) 
addresses these challenges at the silicon 
level, by providing comprehensive hardware 
assists that boost virtualization software 
performance, improve application response 
times and provide greater reliability, 
security and flexibility. These integrated 
hardware assists accelerate fundamental 
virtualization processes throughout the 
platform to reduce latencies and avoid 
potential bottlenecks. They also reduce 
the demands placed on the virtualization 
software, so more processor cycles are 
available for running business applications. 
As a result, you can consolidate more appli-
cations and heavier workloads per server 
to get better value from your server and 
software investments.

Intel Virtualization Technology consists 
of three technology suites that function 
together to improve virtualization  

Realizing the full value of virtualization 
requires servers that are built to handle the 
heavy demands of a virtualized and consoli-
dated computing environment. Servers of 
just a few years ago were designed to host 
a single operating system. Successful virtu-
alization with these systems requires soft-
ware that can emulate a complete hardware 
environment for every guest operating 
system. This is a compute-intensive process 
that introduces significant performance 
overhead. It can slow application response 
times, limit scalability, and create complexity 
that can impact reliability and security.

Server virtualization is helping IT organiza-
tions improve data center productivity in 
fundamental ways. It lets you consolidate 
multiple operating systems and applica-
tions per physical server and deploy new 
applications in minutes. It also lets you 
move running applications from one server 
to another without downtime for flexible 
workload management, high availability 
and planned or unplanned maintenance. 
The benefits in utilization, energy savings,  
manageability, service levels and cost  
models can be dramatic. 

“Choosing the right hardware platform for server virtualization is just as 

important as choosing the right virtualization software.”1

— IDC Analyst 

performance in every part of the server  
platform, including:

•	The processor: Intel® Virtualization 
Technology in Intel® Xeon® processors2 
(Intel® VT-x) and Intel® Itanium® processors 
(Intel® VT-i) provides enhanced virtualiza-
tion across the full range of 32-bit and 
64-bit applications.

•	The chipset: Intel® Virtualization 
Technology for Directed I/O (Intel® VT-d).

•	I/O devices: Intel® Virtualization 
Technology for Connectivity (Intel® VT-c). 

Intel works with VMware, Microsoft, the 
Xen open source community, Parallels and 
many other virtualization software vendors 
to help ensure that these technologies are 
broadly supported in today’s and tomorrow’s 
solutions, so they deliver high value while 
being completely transparent to IT organi-
zations and end-users. The functionality of 
your virtualization solutions is unchanged. 
Your virtual servers are simply more respon-
sive, more scalable and more reliable.
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Better Virtualization Support 	
in Intel® Processors
The primary implementation of Intel VT-x 
helps to improve the fundamental flex-
ibility and robustness of software-based 
virtualization solutions.3 It reduces VMM 
interventions by eliminating the need for 
the VMM to listen, trap and execute certain 
instructions on behalf of the guest OS as is 
required in software-only virtualization. It 
also provides hardware support for trans-
ferring platform control between the VMM 
and guest OSs, so when VMM intervention 
is required, handoffs are faster, more reli-
able and more secure.4

More recent feature enhancements to Intel 
VT-x add valuable new capabilities:

•	Intel® VT FlexPriority: When a processor  
is performing a task, it often receives  
requests or “interrupts” from other de-
vices or applications that need attention. 
To minimize the impact on performance, a 
special register in the processor (the APIC 
Task Priority Register, or TPR) monitors the 
priority of tasks, so only interrupts that 
have a higher priority than the currently 
running task receive immediate attention. 
Intel FlexPriority creates a virtual copy of 
the TPR which can be read and in some 
cases changed by guest OSs without VMM 
intervention. This can deliver major perfor-
mance improvements for 32-bit OSs that 
make frequent use of the TPR. (For exam-
ple, it can improve performance by as much 
as 35 percent for applications running on 
Windows Server 2000.5)

•	Intel® VT FlexMigration: One of the key 
benefits of virtualization is the ability to 
migrate running applications from one 
physical server to another without down-
time. Intel VT FlexMigration is designed 
to enable seamless migrations among 
current and future Intel processor-based 
servers, even though newer systems may 
include enhanced instruction sets. With 
this technology, hypervisors can estab-
lish a consistent set of instructions across 
all servers in the migration pool, enabling 
seamless migration of workloads. The result 
is a more flexible and unified pool of server 
resources that functions seamlessly across 
multiple hardware generations.6
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•	Intel® Xeon® processors:  
Intel® VT-x

•	Intel® Itanium® processors: 
Intel® VT-i

Intel® Virtualization  
Technology for 
Connectivity(Intel® VT-c)

•	Virtual Machine Device 
Queues (VMDq)

•	Virtual Machine Direct 
Connect (VMDc)

Intel integrates hardware assists for virtualiza-
tion into all key server components to help IT 
organizations consolidate more applications  
and heavier workloads on each server, and  
to improve flexibility, reliability, and TCO.



Better Virtualization Support 	
in Intel® Chipsets
As more guest OSs are consolidated per 
server, the movement of data into and out 
of the system (I/O traffic) increases and 
becomes more complex. Without hardware 
assistance, the VMM is directly involved in 
every I/O transaction. This not only slows 
down data movement, but also increases 
the load on server processors due to the 
higher VMM activity. It’s as if every shop-
per in a busy shopping mall had to enter 
or exit the mall through a single door and 
get directions only from the mall manager. 
This would not only slow down customers, 
but would also prevent the manager from 
attending to other pressing issues.

Intel VT-d speeds data movement and elimi-
nates much of the performance overhead 
by reducing the need for VMM involvement 
in managing I/O traffic. It accomplishes this 
by enabling the VMM to securely assign 
specific I/O devices to specific guest OSs. 
Each device is given a dedicated area in 
system memory that can be accessed only 
by the device and by its assigned guest OS. 

Once the initial assignments are made,  
data can travel directly between a guest 
OS and its assigned devices. I/O traffic 
flows more quickly and the reduced VMM 

activity decreases the load on the server 
processors. Security and availability are 
also improved, since I/O data intended for 
a specific device or guest OS cannot be 
accessed by any other hardware or guest 
software component. 

Better Virtualization Support 	
in Intel® I/O Devices
Intel VT-c further enhances server I/O solu-
tions by integrating extensive hardware 
assists into the I/O devices that are used to 
connect your servers to your data center 
network, storage infrastructure and other 
external devices. In essence, this collection 
of technologies functions much like a post 
office that sorts an enormous variety of 
incoming letters, packages and envelopes 
and delivers them to their respective des-
tinations. By performing these functions in 
dedicated network silicon, Intel VT-c speeds 
delivery and reduces the load on the VMM 
and server processors. 

Intel VT-c includes key technologies, which 
are now supported in all Intel® 10 Gigabit 
Server Adapters and selected Intel® Gigabit 
Server Adapters.

•	Virtual Machine Device Queues (VMDq): 
In a traditional server virtualization envi-
ronment, the VMM has to sort and deliver 
every individual data packet to its as-
signed virtual machine. This can consume 
a lot of processor cycles. With VMDq, this 
sorting function is performed by dedi-
cated hardware in Intel Server Adapters. 
All the VMM has to do is route the pre-
sorted packet groups to the appropriate 
guest OSs. I/O latency is reduced and the 
processor has more cycles available for 
business applications.     

•	Virtual Machine Direct Connect (VMDc): 
Virtual Machine Direct Connect (VMDc)  
allows virtual machines to access network 
I/O hardware directly, using the PCI-SIG 
Single Root I/O Virtualization (SR-IOV) 
standard, helping to improve virtualized 
performance dramatically. As discussed in 
the previous section, Intel VT-d enables 
a direct communication channel between 
a guest OS and a physical I/O port on the 
device. SR-IOV extends this by enabling 
multiple direct communication channels 
for each physical I/O port on the device. 
For example, each of ten guest OSs could 
be assigned a protected, dedicated 1 GB/s 
link to the corporate network through a 
single port on the Intel® 10 Gigabit Server 
Adapter. These direct communication links 
bypass the VMM switch to enable faster 
I/O performance with less load on the 
server processors.
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Intel® VT-c can more than double I/O throughput,  
so more applications can be consolidated per 
server with fewer I/O bottlenecks. (The results 
shown are based on internal tests performed by 
Intel and VMware.7)

With Intel® VT-d, the VMM can establish direct 
links between guest OSs and their assigned I/O 
devices, so traffic flows more quickly and there 
is less need for VMM intervention.

Sharing of I/O devices without VT-d

Sharing of I/O devices with VT-d

Intel® Virtualization Technology  
for Directed I/O (Intel® VT-d) 

Intel® Virtualization Technology  
for Connectivity (Intel® VT-c)



Intel VT is a multi-generational roadmap of increasingly powerful enhancements to 
Intel processors, chipsets and I/O devices. New generations will continue to build on 
previous advances to provide more secure, scalable, reliable, flexible, and responsive 
virtualization solutions. These technologies are fully integrated, thoroughly tested 
and widely supported by leading virtualization software solutions. They provide IT 
organizations with a proven, industry-leading foundation for optimizing the value  
of their server and virtualization investments.

For the latest information about Intel Virtualization Technology,  
visit the Intel Web site at: www.intel.com/technology/virtualization/

For detailed information about Intel VT-d,  
visit: www.intel.com/technology/virtualization/

For detailed information about Intel VT-c,  
visit www.intel.com/go/vtc
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Intel® VT-c offloads network 
 I/O management to dedicated 

network silicon that helps to  
accelerate throughput and  

reduce the load on the VMM  
and server processors.

More and Better Support to Come
Intel® VT-c
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	 2	Intel® VT-x supports both 32-bit and 64-bit Intel® Xeon® processor-based solutions (Intel® 64 and IA-32).
	 3	Intel® VT-x is included in Intel® Xeon® processors; VT-i is included in Intel Itanium processors and delivers comparable benefits.
	 4	Based on Intel tests, transition times have decreased about 6 times from 2004 (when Intel processors did not support VT-x) to 2008 (with the latest VT-x enhancements). 
	 5	Intel tests demonstrate 35 percent performance gains for Windows Server* 2000 and 2003 SP1 versions running as guest operating systems. 
	 6	Intel® VT FlexMigration supports live VM migration across all Intel® Core™ microarchitecture-based servers. It is included in the new Intel® Xeon®  processor 5400 series, and provides backward compatibility for live VM migration with current dual-
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