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EXACT FINITE DIFFERENCE SCHEMES FOR SOLVING
HELMHOLTZ EQUATION AT ANY WAVENUMBER

YAU SHU WONG AND GUANGRUI LI

Abstract. In this study, we consider new finite difference schemes for solving the Helmholtz
equation. Novel difference schemes which do not introduce truncation error are presented, conse-
quently the exact solution for the Helmholtz equation can be computed numerically. The most
important features of the new schemes are that while the resulting linear system has the same
simple structure as those derived from the standard central difference method, the technique is
capable of solving Helmholtz equation at any wavenumber without using a fine mesh. The proof
of the uniqueness for the discretized Helmholtz equation is reported. The power of this technique
is illustrated by comparing numerical solutions for solving one- and two-dimensional Helmholtz
equations using the standard second-order central finite difference and the novel finite difference
schemes.
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1. Introduction

The study of wave phenomena is important in many areas of science and engineer-
ing. The Helmholtz equation arises from time-harmonic wave propagation, and the
solutions are frequently required in many applications such as aero-acoustic, under-
water acoustics, electromagnetic wave scattering, and geophysical problems. Finite
difference methods are commonly used to solve the Helmholtz equation. In addition
to the standard central finite difference, Sutmann [16] derived a new compact finite
difference scheme of sixth order for the Helmholtz equation and the convergence
characteristics and accuracy were compared for a broad range of wavenumbers.
Accurate high order finite difference methods were reported in Singer and Turkel
[14, 15], Harari and Turkel [10]. A new nine-point sixth-order accurate compact
finite-difference method for solving the Helmholtz equation in one and two dimen-
sions was developed and analyzed in [13]. Other numerical techniques such as finite
element and spectral methods have been applied to solve the problem. Babuska
and Thlenburg [11] used the h-version of the finite element method with piecewise
linear approximation to solve a one-dimensional model problem, Babuska et al. [3]
presented a systematic analysis of a posteriori estimation for finite element solu-
tions . Harari and Magoulés [9] considered the Least-Squares stabilization of finite
element computation for the Helmholtz equation. Babuska and Sauter [4] found
that the solution of the Galerkin finite element method differs significantly from the
best approximation with increasing wavenumber and claimed that it is impossible
to eliminate the so-called pollution effect. A coupled finite-infinite element method
was described, formulated and analyzed for parallel computations by Autrique and
Magoulés [2]. Bao et. al. [5] considered the the pollution effect and explored the
feasibility of a local spectral method, the discrete singular convolution algorithm
for solving the Helmholtz equation with high wavenumbers. Recently, Gitteson et.
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al. [8] proposed discontinous Galerkin finite element methods to capture the oscil-
latory behavior of the wave solution. It should be pointed out that all numerical
methods require a very fine mesh in order to ensure the accuracy of the computed
solutions at high wavenumbers.

The mathematical formulation for time harmonic wave propagation in the ho-
mogeneous media is given by the Helmholtz equation:

(1) AU + k*U = 0.

where k = w/c denotes the wavenumber which is related to the frequency of the
wave propagation w and c is the speed of sound.

Even though tremendous progress has been reported in the areas of computa-
tional techniques for partial differential equations, solving a linear Helmholtz equa-
tion at high wavenumbers numerically remains as one of the most difficult tasks in
scientific computing. At a high wavenumber, the solution of the Helmholtz equation
is highly oscillatory. Suppose the mesh size of a numerical discretization is h, it has
generally been recognized that to accurately capture the oscillatory behavior, it is
necessary to require kh to be small. However, numerical simulation and theoretical
study has confirmed that even when kh is fixed, the numerical accuracy deteriorates
rapidly as k increases. This is known as the ”pollution effect” [4]. The pollution
error can only be eliminated completely for one-dimensional equation, and not for
two- and three-dimensional problems. Moreover, to ensure an accurate numerical
solution, it is essential to enforce the condition k2h < 1. However, this would imply
that the number of the discretized equations is proportional to A2 or k3. This will
then lead to an extremely huge system of linear equations. It should be mentioned
that the resulting system is highly indefinite for large wavenumbers, and many it-
erative techniques such as the conjugate gradient and multigrid methods are not
capable of solving the indefinite systems.

Developing efficient and accurate numerical solutions for the Helmholtz equation
at high wavenumbers is an active research topic. Although it has been reported
in many engineering literatures that using 10 to 12 grid points per wavelength is
sufficient to produce a reasonable accuracy for many problems, this general rule,
however, can not be used when dealing with Helmholtz equation at highwave num-
bers.

In this paper, we consider a novel finite difference approach which satisfies ex-
actly the interior points of the Helmholtz equation at any wavenumber. Using the
same idea, we also derive the finite difference for the radiation boundary conditions.
The most important result presented in this work is that the finite difference scheme
is constructed so that the solution of the discretized equations satisfies the solution
of the Helmhotz equation exactly at the interior grid points as well as the boundary.
Since no discretization error is introduced, the numerical solution can be computed
for all wavenumbers even if kh and k%h is not small. Numerical simulations con-
firm that the new schemes produce exact numerical solution for one-dimensional
problem. For a two-dimensional Helmholtz equation, accurate numerical solutions
can be achieved even for the case kh = 1.5 and k?h = 450. To our knowledge, the
exact finite difference scheme has not been reported and demonstrated for solving
Helmotz equation especially for applications to high wavenumbers.

The present study is organized as follows. In Section 2, we consider finite dif-
ference approximations for the Helmholtz equation. A novel difference approach
is presented, so that the resulting difference equations satisfy exactly the original
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continuous problem. The proof of uniqueness for the discrete problems are pre-
sented. Numerical simulations for one-dimensional and two-dimensional problems
are reported in Section 3. Finally, we conclude the paper with a short remark in
Section 4.

2. Finite difference schemes

In this section, we first recall the standard finite difference scheme, then we
present the novel finite difference schemes for one- and two-dimensional Helmholtz
equations.

2.1. One-dimensional problem. Consider a one-dimensional Helmholtz equa-
tion,

~Upe — kU =0, z€(0,1)
(2) U(0) =1,
U'(1) = ikU(1).

It should be note that in many applications dealing with wave scattering problems,
the Helmholtz equation is defined in an unbounded physical domain. To avoid com-
putation on infinite domain, artificial numerical boundary condition is commonly
imposed so that the solution is sought in a finite computational domain. The arti-
ficial boundary condition (ABC) is constructed so that the nonphysical numerical
reflection is eliminated or reduced in the computational domain. Sommerfeld’s ra-
diation condition can be considered as a first-order ABC, other high-order ABC
schemes are studied by Engquist and Majda [7]. Berenger [6] reported the develop-
ment of the perfectly matched layer method, and the approach has been applied to
electromagntic waves. For the model problems investigated in this paper, we con-
sider Helmholtz equation with mixed boundary condition, in which a Dirichlet is
given at one end and Sommerfeld’s radiation condition is imposed at the other end.
Similar models have been used in the study of numerical solution for the Helmholtz
equation.

The simplest numerical discretization scheme is the use of the standard finite
difference scheme, which can be derived by the Taylor’s expansion. To approximate
the first-order derivative, let dg, and ¢, denote the central difference operator and
the backward difference operator, respectively. Using a straightforward Taylor’s
expansion, it can easily be verified that &g, is second-order accurate and ¢, is
first-order accurate. Here,

(SOIU(LL‘) = 2h y
5,0(x) = L) = ,(f(x —h),

where h is the spatial step size.
Similarly, a central difference operator 62 for a second order derivative is second-
order accurate, where

U(x +h) —2U(z) + U(x — h)
h? '

Now, applying the second order schemes for the Helmholtz equation and the
boundary condition, we expect to have a second-order accurate numerical scheme
O(h?) for the problem, and the truncation error is given by c1h? + coh* + c3h® +
..., where ¢; are constant. However, numerical simulations presented in the next
section clearly indicate that the second-order accuracy is only achieved when the

U (x) =
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wavenumber k and kh close to zero. Even when kh = 0.5, the standard difference
scheme could produce enormous error when k is large.

It has already been accepted that solving Helmholtz equation at high wavenum-
bers is a difficult task. To the best of our knowledge, to ensure accurate numerical
solutions, one would require k2h to be small, but this will imply a very fine mesh
is needed for large k. Consequently, considerable computing resource is needed to
solve the resulting large system of equations. Is it possible to construct a numerical
scheme such that the accuracy does not depend on kh and k?h? For the model
equation consider in this paper, the answer is yes.

We now present a novel finite difference scheme for the Helmholtz equation pro-
posed by Lambe et al. [12]. The scheme is developed by replacing the coefficient of
U(z) in the standard finite difference operator by a weight w such that it minimizes

U(z+h)—wU(x)+U(xz—h)

3) V" @) - x !
It can be shown by Taylor’s expansion that
h? h*
(4) U@+h%Hﬂzfm:QW@J+MWQET+M@@5T+”}

Hence, using the relation U™ = (—1)"k?"U for n = 1,2, ... and the Taylor’s series
of cos(x), it gives
U(x+h)—wU(z)+U(x—h)
h? '

Therefore, using w = 2cos(kh) + (kh)?, the new difference formula satisfies the
equation exactly. Since there is no truncation error resulting from the numerical
approximations, one would expect that it will produce exact numerical solution.

Unfortunately, this attractive finite difference scheme is not widely known in the
computational science or engineering community. One of the reasons may be due
to the fact that the major contribution of that paper was to illustrate the power of
using symbolic computation to compute optimal weights which involve complicated
manipulations with the integral formulas for two- and three-dimensional Helmholtz
equations. While the new difference formula is exact for the interior points, there
is no discussion on how to treat the boundary condition.

For the Sommerfeld’s radiation boundary condition at x = 1, we have

(6) U'(1) = kU (1),
and the second-order accurate standard finite difference scheme with a truncation

error O(h?) is given by

(7)

() ~kU(z) =U"(2) =

U(@+h)—U(x—nh)
2h

It will be demonstrated that although the solution at the interior points can be
computed exactly using the new difference scheme, a numerical error at the bound-
ary point can lead to an unacceptable solution for the problem at high wavenumbers.
To ensure an accurate numerical solution, it is important to construct difference
schemes which do not admit truncation errors at the interior points and at the
boundary points.
By applying a similar idea presented in [12], we now develop a novel scheme for

the radiation boundary condition % = ¢kU. From the Taylor’s expansion, we have

= kU (x).

2 3
U@+m:w@+mw@+%vma+%mW@+m
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2 3

Uz — ) = Ulz) — hU'(z) + %U”(w) - %U@(x) b
Hence,

h4

h? .
HUO@) +...

(8) Uz +h) — Uz — h) = 20U’ (z) + §U<3> (z)) +
By iterating the relation % = kU, it follows that

U
9) Sia

= (ik)"U.
Substituting these values into equation (8), we obtain
U@+h)-U(x—h) U'(x)

1 = in(kh).

10) 2h B )

Thus, the new difference scheme for the radiation condition can be written as
(11) U(x + h) — 2isin(kh)U(z) — U(x — h) = 0.

It is important to note that the novel boundary scheme has no truncation error and
satisfies the radiation boundary condition exactly. Hence, for a one-dimensional
Helmholtz equation considered here, the use of equations (5) and (11) produces
exact numerical solution if the effect due to round-off error is ignored.

To prove the uniqueness of the resulting linear system using the new difference
schemes, we first introduce the discretized integration by parts.

LEMMA 2.1 (Discretized integration by parts). For any u; and v;, i = 0,1,--+ ,n+1,
we have
(12) = 02wt =Y Opuibat; — 23 (11— )00 + 35 (tn 1 — un)n

i=1 i=1

Proof: the proof is trivial.

THEOREM 2.1 (Uniqueness of the discretized solution). By using the novel finite
difference schemes, namely equation (5) and equation (11), the problem has a unique
discretized solution.

Proof: Assuming there are two solutions w and v, let u = w — v then u satisfies

the equation
—7uj+l_whzj+uj71 — k'2’U,J = O7 j = 17 2, e,
(13) Uy = 0
Upt1 — 20 sin(kh)uy — up—1 = 0.
Using Taylor’s expansion for u,_; and the relation (9), it yields
—03u; — (3 +k)u; =0, j=1,2,....m
ug = 0
Upt1 — Up = isin(kh)u, — (1 — cos(kh))uy,

By multiplying the equation by v;, then summing-up the equation for j from 1 to
n and using the Lemma 2.1, we get

n 1 1 n
;&Euj&xﬁj — ﬁ(ul — UO)’UQ + — % (un+1 z=:

iv; =0
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By the boundary condition, taking v; = %; and noting uo = 0, we have

n n

9 _
(14) Z Spuj0plj — Z( h2w + k)t — (1 — cos(kh))un iy, + i sin(kh)un, i, = 0

j=1 j=1

Since the right-hand side of equation(14) is real, it follows that u,, = 0. Hence for
any vj, j=1,2,...,n

2cos(kh),
(15 >ty = 3O
j=1
By taking v; = jh, j =1,2,...,n, we get
2 — 2cos(kh) «— .
(16) Ozun—uozT(Z“j(Jh)
Consequently,
n
(17) > uj(jh) =0
j=1

If we assume Z Uj (jh)l = 0 for some [, by using the Lemma 2.1, we get
j=1

0="> u;(jh)
j=1

= Z—I—IZ(S u;( (jh)tHL

1

ERED) ; S2u;(jh)H?

n
- z+1 (+2) Z 2y (jh)'

Thus,
> uj(in) =0
j=1
and it follows by induction that
(18) Zuj(jh)l =0,1=1,3,5,...
j=1

We now conclude that

(19) u;=0,j=1,2,...,n
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2.2. Two-dimensional problem. Next, we consider a two-dimensional Helmholtz
equation,

(20) *Uzz(ma y) - Uyy(xay) - k2U(1’a y) =0
The standard second-order five-point finite difference scheme for

U;c;c (I, y) + Uyy (I, y)
is given by

Ul+hy)+U(x—hy) —4U(z,y) + U(z,y+ h) + U(z,y — h)
B2

Due to the existence of the incident angles and the cross derivative terms such as
Uzzyy and Uyzgyyyy appearing in the two-dimensional problem, it is not straightfor-
ward to extend the novel difference scheme from one-dimensional to two-dimensional
Helmholtz equations. However, for a planar wave solution, Lambe et al. [12] con-
sidered a clever way to resolve the difficulty.
For U(z,y) = e'F12tk2y) with (ky, ko) = (kcosf, ksind), a direct computation
gives

(21)

U@+ h,y)+U(x—hy)+U(z,y+h)+U(z,y—h)

(22) = 2(cos(k1h) + cos(kah))U(x,y).

The problem now becomes to seek an optimal w, such that

(23) 2(cos(kih) + cos(kah)) — (w — k?h?) =~ 0.

By minimizing the average over all angles, the value of w is given by
(24) w = 4Jo(kh) + (kh)?,

where Jo(kh) = L [ cos(khsin(0)))do.

Thus, the new finite difference scheme for a two-dimensional equation is given
by

(25) —U(z+h,y) = U(z — h,y) +4Jo(kh)U (z,y) = U(z,y + h) = U(z,y —h) =0
Adopting the idea for the boundary points and extending to the radiation condi-

ou ou
tion, the new finite difference approximations for — = ik;U and — = tkoU are

or dy
given by
(26) U(x + h,y) — 2isin(kih)U(x,y) —U(x — h,y) =0,
and
(27) U(z,y + h) — 2isin(keh)U(x,y) — U(z,y — h) = 0.

To treat the terms sin(k1h) and sin(k2h), we can apply similar procedure for deal-
ing with cos(k1h) and cos(kzh) in the interior domain. For the two-dimensional
problem, we have the following uniqueness theorem.

THEOREM 2.2 (Uniqueness of the discretized solution). By the novel finite difference
schemes (25), (26) and (27), the discretized system has a unique solution under the
condition max(kih, kah) < 7.
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Proof: Assuming there are two solutions w and v, let u = w — v, then u satisfies
the equation

_U7,+17j+u7;71“7'—wu;,j"l‘uq,,j—l"ru%,j#»l _ k/’QUij =0. i ] =1.2

(28) uO,j:Uj,OZ(),j:l,Q,"',n
un+1,j 72isin(k1h)un,j 7un,17j :0, j = 1,2,~~~ ,
u]"nJrl — 27, Sin(th)u]"n — Uj,nfl = 0, j = ]_, 2’ e, M

Using the standard notation, equation (28) can be rewritten as

—62uij — 02u; 5 — (42 Jui; =0, i,j=1,2,...,n

Uo,j = Uj,0 :07 ]: 172a"' ,n

Un1,j — Un,j = isin(k1h)u, ; + (1 —cos(kih))un;, j=1,2,---,n
Ujnt1 — Ujn = i8in(kah)ujn + (1 — cos(kah))ujn, 7 =1,2,---,n

By multiplying the equation by #; ; and summing-up the equation for 4, j from 1
to n, we get

ZZ 52uw 5uw Vij — ZZ

i=1 j=1 =1 j=1

i,jVi,j = 0.

n
Next, the discrete integration by parts is applied to 62 and 5;. For Z Z —53, we

i=1 j=1
have
n n n n
ZZ —6; Ui j)Vij = _E :E :(“i—l,j — Wi — (Wij — Uit1,5))Vi;j
i=1 j=1 i=1 j=1
n n n+l n
Z§ :Uz 15— Ui )V + E E Uk—1,j — Uk,j)Uk—1,j
=1 j=1 k=2 j=1
n n n
==Y 0D (wiiay —uig)0ig — Y (uo —u1;)0
i=2 j=1 j=1
n n n
+ZZ Uk—1,j = Uk,j)Uk—1,5 + E (Un,j — Unt1,5)0n,j
=2 j=1 j=1
2
=h E E Ozi, 0055 — hg Oz ln,jUn,j
=1 j=1
Hence,
n n n n 1 n
(29) Y N (02w )iy =YY betti j0aDi; — 7 Y bt jOn ;-
=1 j=1 =1 j=1 j=1
Similarly, for E E —5;,
i=1 j=1
n n n n 1 n
2 = _ _
(30) ZZ —0 uw Ui, 2 :2 :5yui7j6yvi7j - E E 5yui,n'Ui,n-
i=1 j=1 i=1 j=1 i=1
Consequently,
n n 1 n n n
Y bt ;0.0 _EE Satin jTnj + D > Oythi j0yTi;
=1 =1 j=1 i=1 j=1
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(31) 7h26 ulnvlnfzz Jus ;05,5 = 0.
=1 j=1
Taking v; ; = 4, ;,%,j = 1,2, -+ ,n in equation(31) and using the boundary schemes,
we get
SO GatwijOutiig + Y Y Oyt 0y ; — k2 )ui it
i=1 j=1 i=1 j=1 i=1 j=1
7 Z —cos(k1h))un, ; + isin(kih)un,;)Un,;
1 n
(32) —3 Z((l — cos(kah))ujn + isin(koh)u;n)0;, = 0.
j=1

Since the right-hand side of equation (32) is real, it follows that

M-

(33) (sin(klh)umjan,j + Sin(kgh)u]‘mﬂjm) =0.

1

j
With max(kih, k2h) < 7, sin(k1h) > 0 and sin(koh) > 0. Hence,

(34) Un,j = Ujpn =0, i=1,2,---,n
Substituting equation(34) into equation(31), it yields

n n

(35) Z Z 5mui7j5x17i7j —+ Z Z 5yui,j5y®i,j = Z 2(4 ];200 + k2)ui7jﬁi7j.

i=1 j=1 i=1 j=1 i=1 j=1

If we take v;; = (=2 +i)h, i,5 =1,2,---,n—1and 9;; = 0,i,j = 0 orn in
equation(35) , we have

iiéwuid&x@i,j = ZZ(S Ui, 0z — +14)h)

i=1 j=1 i=1 j=1

n n n
=5 E i = (tnj —ug;) =0.
=1 j=1 j=1
Therefore,

(36)

||M:

n
E ui,jéxﬁi,j =0.

Similarly, we can show that

(37)

HM

E uz,j5y17i7j =0.

Substituting equation(36) and equat10n(37) into equation(35), it gives

ZZ —+k2 ((%H)h):o,

=1 j=1

with w # 4 + k?h?, we have

(38) Zi(‘% +i)hu ;= 0.
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Now, assume for some positive integer [,

(39) > S i =0,

(40) = YOS (e i) 262,
Similarly,

1 “i-1 22
(41) ) ZZ((T +i)h) T 262u, ; = 0.

Using the finite difference equation and equations (40) and (41), we can easily verify

n n

L
(= + D))+ ?us; = 0.

i=1 j=1

It follows by mathematical induction that for l =1,3,5,---

j—1
(42) Z Z((T + Z)h)lui,j =0.
i=1 j=1
We conclude that
(43) u;; =0, fori,j=1,2,--- ,n

Remark: If the value of 0 in Jy(kh) (see equation(24)) is known, the exact solution
can be computed numerically using the novel finite difference schemes. However,
generally speaking, the value of # is not available, and thus the optimal w which
depend on the incident angle # can not be determined. It should be noted that unlike
many high order methods such as the compact difference scheme or the spectral
method, an attractive feature of the novel difference schemes is that exact numerical
solution is achieved while the structure and the bandwidth of the corresponding
matrix is the same as those derived from a second-order central difference scheme.
Hence, the use of the novel difference schemes does not increase the complexity and
the storage requirement for solving the resulting linear system.

3. Numerical simulations

To demonstrate the effectiveness of the novel finite difference schemes presented
in the previous section, we carry out the following numerical simulations. Here, we
consider two mathematical models, Mode 1 and Model 2, which have been studied
in [4, 5, 17]. Let SFD and NFD denote the standard second-order central finite
difference and the novel finite difference schemes applying to the interior points,
respectively. To investigate the effect due to the radiation boundary condition, let
SBC denote the use of the standard central difference scheme for the boundary
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points and NBC denote the application of the new finite difference scheme for the
boundary. The numerical error is defined in the discrete [, norm,

Fw = max  max |ui,j —a,-,j|,
1=1,...,ng j=1,...,ny

where u; ; is the analytical solution and 1, ; is the computed numerical solution.
Let n; and n, be the numbers of the grid points in the x- and y-direction.

One of the important factors in studying wave propagation problems numerically
is the point per wavelength (PPW). In many engineering applications, it has been
stated that PPW should be about 10 - 12 to ensure a reasonable computed solution.
Since the wave length is defined by

2

44 A= —

(44) T

dividing both sides by h, the value of PPW can be estimated by
A 27

4 PPW =—-=—.

(45) W h  kh

The above equation indicates the importance of kh, and to ensure PPW ~ 12, we
need kh ~ 0.5.

3.1. Model 1: Uniaxial Propagation of a Plane Wave. Consider a one-
dimensional Helmohtz equation which models the propagation of a time-harmonic
plane wave along the x-axis,
~Ugs — KU =0, x€(0,1)
(46) U0) =1,
U'(1) —ikU(1) = 0.

The exact solution for this problem is given by e”*?. Using the finite difference
approximations, the solution of the Helmohtz equation is obtained by solving the
resulting system of linear difference equations

(47) AU = b,

where the matrix A is tridiagonal and indefinite. For one-dimensional problems,
the solution of the linear system is solved using a direct method.

TABLE 1. E, for SFD and NFD with h=0.01

SBC NBC
kh | k SFD | NFD | SFD NFD
0.1 ] 10 | 0.0048 | 0.0017 | 0.0040 | 4.29e-14
0.3 ] 30 | 0.1106 | 0.0149 | 0.1148 | 1.26e-14
0.5 ] 50 | 0.5371 | 0.0428 | 0.5274 | 9.55e-15
0.7 ] 70 | 1.3487 | 0.0823 | 1.3856 | 1.28e-14
1 1100 | 1.9998 | 0.1792 | 2.0216 | 5.60e-15
1.5 | 150 | 2.4932 | 0.3928 | 2.0043 | 5.66e-16

In Table 1 and Table 2, we compare the performance using the standard cen-
tral difference and the new finite difference schemes when the step-size h and the
wavenumber k is fixed. ;From the results presented here, we observe that the NFD
provides more accurate numerical solutions for all cases. When h is fixed, the er-
ror increases as k increases. However, for a fixed k, the error is reduced when h
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TABLE 2. F for SFD and NFD with k=50

SBC NBC
kh h SFD | NFD | SFD NFD
2.0 0.04 | 1.8617 | 1.0581 | 1.8623 | 5.6e-16
1.0 0.02 | 1.8112 | 0.1858 | 1.8740 | 2.9e-15
0.5 0.01 | 0.5371 | 0.0428 | 0.5274 | 9.6e-15
0.25 | 0.005 | 0.1300 | 0.0105 | 0.1314 | 4.3e-14
0.125 | 0.0025 | 0.0322 | 0.0026 | 0.0328 | 1.5e-13

is decreasing. Even though the radiation boundary is imposed only at one point
x=1, the overall numerical solution is strongly depended on whether the boundary
condition is computed by SBC or NBC. When the new finite difference schemes
are employed for the interior and boundary points (i.e., using NFD and NBC), the
exact solution is obtained. It is important to note that using NFD and NBC, the
exact solution can be obtained even when kh > 1.

TABLE 3. FE, for SFD and NFD with NBC and kh = 0.5

k 10 50 100 200 500

h 0.05 0.01 0.005 0.0025 0.001
SFD | 0.1229 | 0.5371 1.0353 1.7602 2.0263
NFD | 1.77e-15 | 9.56e-15 | 1.93e-15 | 3.65e-14 | 9.35e-13

Table 3 compares the numerical solutions of SFD and NFD using NBC and with
kh = 0.5. Recall that using kh = 0.5, it provides about 12 points per wavelength.
It clearly demonstrates that with PPW ~ 12, the standard difference scheme can
not resolve the oscillatory behavior for cases at high wavenumbers.

SFD NFD
%107 SBC x10° NBC x10% SBC x10” NBC
or . or . or . or .
k=10 -1 -1 -1 -1
s Y e Y N Y i Y
-3 ; -3 ; -3 ; -3 ;
0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 [ 1 2 3 4
oy ' 0 0 ' 0
k=50 \ I \ \ l
0.01f - : oo1f * : 0.01f . o01f * :
-002| * B -002f N -002| * B 002 N
0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4
0 \ / 3} / 0 \ / 0 \ /
k=100 e -0.02 0.02 S
0.05 L - 0.05 L R
0.04 N ¥ o 0.04 B A
-0.1 0.06 -0.1 0.06
-1 0 1 2 3 E 0 1 2 3 -1 0 1 2 3 = [ 1 2 3
0 0
k=150 0 \ / 0 \ /
5 0.05 s 5 0.05 LS

FiGUrRE 1. The eigenvalues for linear system based on SFD and
NFD with boundary schemes using SBC and NBC

The importance of applying NBC can be revealed from the eigenvalue distribu-
tion displayed in Figure 1. Here, h = 0.01, £ = 10, 50, 100 and 150, and hence,



EXACT FINITE DIFFERENCE SCHEMES FOR SOLVING HELMHOLTZ EQUATION 103

kh = 0.1, 0.5, 1 and 1.5. The profiles of the eigenvalue plots are similar when kh is
small. However, for large value of kh, the eigenvalue profiles are significantly differ-
ence when the radiation boundary condition is approximated by SBC or NBC. It
is of interest to note the eigenvalue distribution of SFD and NFD is siimilar when
the boundary condition is approximated by the same type of difference approxima-
tions. A careful investigation shows that the main difference is due to the shifting
as displayed in the eigenvalue plots, and this is verified that the large error in the
numerical solutions between SFD and NFD is indeed due to the phase shift of the
wave solution.

JFrom the numerical simulations presented for the one-dimensional problems,
it is obvious that solving the Helmholtz equation numerically for cases with high
wavenumbers are more difficult than those with low wavenumbers. Since prob-
lems with high wavenumbers are ill-conditioned, it is naturally to expect that the
condition numbers of the resulting linear system increases as k increases.

TABLE 4. Condition numbers with h = 0.01

scheme | k=5 k=25 | k=50 | k=100 | k=125
SFD | 5080.1 | 1016.9 | 503.4 | 229.6 | 252.3
NFD | 5081.5 | 1014.5 | 499.8 | 243.2 | 199.0

Let the condition number be defined as Aoz (A% A)/Apin (A A). For h = 0.01,
Table 4 lists the condition numbers corresponding to the wavenumber k in the range
of 5 to 125. The values of the condition numbers for SFD and NFD are similar,
but it decreases from 5000 to about 200 as the wavenumber increases from 5 to
125. This unexpected results can be explained by the fact that as k increases the
smallest eigenvalue actually is moving away from zero as shown in Table 5. Thus
in solving the Helmholtz equation numerically, small condition number does not
imply the problem is well-conditioned.

TABLE 5. Min and Max eigenvalues of with h = 0.01

)\min )\max

k ) 25 50 100 125 ) 25 50 | 100 | 125
SED | 6.2e-7 | 1.5e-5 | 5.6e-5 | 2.0e-4 | 1.7e-4 | 16.0 | 15.5 | 14.1 | 10.7 | 10.7
NFD | 6.2e-7 | 1.5e-5 | 5.7e-5 | 1.8e-4 | 2.2e-4 | 16.0 | 15.5 | 14.2 | 10.3 | 8.8

3.2. Model 2: Propagation of Plane Waves. We now consider a two-dimensional
Helmholtz equation on a unit square Q = (0,1) x (0,1) with radiation boundary
conditions on two sides and the Dirichlet boundary conditions on the remaining
boundaries. This problem is formulated as:

AU+ kU =0, (z,y) €N
Ulz,y) = fi(z), y=
(1) U(gf]y) = f2(v), r=0
- = ikQU, Yy = 1
o

The exact solution U = "F17+*29) where (k1,k2) = (kcosO,ksin®), f1 and fy are
determined such that the exact solution is a given plane wave.
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Recall that the new difference schemes are given as

—Ujy1,j — Ui—1,5 + 4J()(kh)ui,j —Uijy1 —uij—1 =0, 4,5=12,...,n
Un+1,5 — 21 sin(klh)un,j —Un-1,5 = 0, j = 1, 2, N
Uj7n+1 — 2 Sin(k’gh)u]"n — Uj,n—l = O7 j = 1, 2, N

with Dirichlet conditions on z = 0 and y = 0.

In the numerical simulation, Jy(kh) is computed using the formula given the
previous section and exact boundary conditions are imposed using NBC. As a test
case, we consider § = 7. The resulting system of difference equations has the
same structure as those using the five-point difference formula. Since the matrix is
usually large and sparse, the linear system is solved using the generalized minimal
residual method GMRES(m) with m=30 and the stopping condition is based on
the residual norm satisfying the tolerance < 107%. GMRES is a powerful iterative
scheme, and it is capable of solving indefinite linear systems. The details of GMRES
algorithms can be found in [1].

TABLE 6. E, and Jy(kh) for h = 0.02

E To(kR)

kh k SFD NFD [0, 7] Exact 6
0.8485 | 30v/2 | 1.70661 | 3.21431 | 3.645368 | 3.648019
0.7071 | 25v/2 | 2.60665 | 0.79162 | 3.752593 | 3.753879
0.5657 | 20v/2 | 0.71042 | 0.25167 | 3.841065 | 3.841593
0.4243 | 15v/2 | 0.20008 | 0.10524 | 3.910337 | 3.910505
0.2828 | 10v/2 | 0.13488 | 0.07627 | 3.960067 | 3.960099
0.1414 | 5v/2 | 0.04299 | 0.00349 | 3.990004 | 3.990006

In Table 6, we report the error norm E., using the SFD and NFD for various
value of k and the step-size is kept at h = 0.02. Although the numerical solutions
using NFD are more accurate compared to those based on SFD for most cases, we
note that NFD does not produce exact numerical solutions as in one-dimensional
cases. This is due to the fact that in calculation of the matrix coefficient involved
Jo(kh), the exact angle of incident € is not known. Hence, Jo(kh) is actually
computed by taking average of all angles in the range of [0, 7] in equation(24).
Recall that in our test model # = Z, and it has been verified numerically that

)
instead of using the range [0, 7], NFD will produce more accurate numerical solution
if Jo(kh) is determined using the angle in the range [, %’T] Moreover, when exact

value of @ is employed, exact solution can be computed numerically. It should also
mentioned when solving the resulting linear systems by GMRES for the test cases
reported in Table 6, the residual norm is decreasing as the iteration is increased, and
it will be terminated when the prescribed tolerance < 107 is reached. However,
the error norm could remain large for problems with high wavenumbers as reported
in Table 6.

Thus for two-dimensional problems, the NFD is not effective unless information
about the angle is known. In the following, assuming that the angle is in the
range of [0, 7], we present an algorithm using nonlinear least-squares to improve
the estimate for 6.

Least-square Algorithm:

1 Determine the coefficients of the linear system Az = b by calculating Jo(kh) in

[0, 3]
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2 Solve the system by GMRES and let the solution be Ziemp,
3 Take partial data from ziemp (We take the two lines besides the Dirichlet bound-
aries in this study) and form the least square function
m
f(xv 9) = Z(A(j) - 33(], 9))25

j=1

where A(j) are the data from e, and (4, 0) are the exact solution of plane wave
(ek(wcos(@)+ysin(9))) with parameter 6.

4 Estimate 6 using a nonlinear least-square such as the Levenberg-Marquardt al-
gorithm. Using different initial approximations in Step 4, we determine #; and 6.
5 Update the coefficients of the system Ax = b by recomputing Jo(kh) in [01, 65]

6 Repeat steps 2-5 until 6 converges.

Remark: When applying the nonlinear least-square method to estimate 6, we
need an initial approximation for the Levenberg-Marquardt algorithm. Suppose
several initial approximations 6; are used, then we may have several possible solu-
tions for . Now, let 61 and 63 be selected such that they are in the range of [0, g]
Other solutions which are outside the range will be ignored.

TABLE 7. Estimating #; and 6, in least-square process for h =
1/200 and k = 60+/2

step interval initial data
Ea i 3T I 5T o T
16 16 16 16 16 16 16
1 [0,7/2] 10.21 | 1.245 | 0.097 | 0.785 | 1.474 | 0.326 | 8.636
2 0.097,1.474] | -6.032 | -5.370 | 1.245 | 0.785 | 0.326 | 6.941 | 7.196
3 0.326,1.245] | -5.205 | 1.551 | 0.658 | 0.785 | 0.913 | 0.020 | 7.069
4 0.658,0.913] | 0.568 | 0.785 | 0.785 | 0.785 | 0.785 | 0.785 | 1.003
5 0.785,0.785] | 0.785 | 0.785 | 0.785 | 0.785 | 0.785 | 0.785 | 0.785

To illustrate the use of the above algorithm, we consider a two-dimensional
problem, and let the step-size in both x- and y- direction be h = 1/200 and the
wavenumber k = 60v/2, thus kh = 0.424. Starting with [0,7/2], and let the initial
approximations be %, i=1,2,...,7, the estimated 6 are reported in Table 7. From
the solutions of the nonlinear least-square, it is obvious that 10.21 and 8.636 are
outside [0,7/2]; and for the remaining five acceptable solutions, they are in the
range of [0.097, 1.474]. Thus, we let §; = 0.097 and 6 = 1.474. By repeating the
process, and we note that after 5 steps, 6 is converging to 0.785, and recall that the

the exact angle is 7/4=0.7853975.

TABLE 8. Estimated 6; and 65 for various k& and h = 1/200

% = 300
0,2

k=200
0, 5

step k=602
1 0, 5

0.09722302,1.47357316

0.19743746,1.37335858

0.39838750,1.17240883

0.32611235,1.24468426

0.61556731,0.95522921

0.49217431,1.07862160

0.65759956,0.91319670

0.68625372,0.88454261

0.61416985,0.95662640

0.78537393,0.78542241

0.73077586,0.84002050

0.78539812,0.78539821

D OY | W N

0.78538820,0.78540815
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The least-square algorithm can be incorporated with the NFD scheme, so that
the solution of the Helmholtz equation is obtained through solving a sequence of
linear systems. At each step, the angle is estimated. When 6 converges to a
constant value, very accurate numerical solutions are obtained. This procedure has
been tested for large wavenumbers and for cases where kh > 1. In Table 8, we report
the estimated 6; and 69 for wavenumbers k = 60\/57 200, 300, respectively. Since
h =1/200, kh = 0.424, 1.0 and 1.5. Tt is noted that even when kh is large and > 1,
the number of steps in the least-square estimations does not increase significantly.
When the values of k£ and kh are small, rapid convergent is observed. Table 9 shows
the corresponding error norms in using the combined NFD and the least-square.
It confirms that when 6 is accurately estimated, NFD produces accurate numerical
solution. The accuracy can be further improved if we adjust the stopping condition
in the GMRES iterations.

TABLE 9. NFD Error norm at various steps with A = 1/200

step Foo

k = 60v/2 k=200 k=300
1 ]0.21359839 | 1.91769813 | 2.02601222
2 | 0.18440064 | 1.66355707 | 2.01655199
3 | 0.10184648 | 0.22103007 | 1.76463131
4 [0.00925021 | 0.07679778 | 0.77773616
5 | 0.00000120 | 0.02345849 | 0.00000121
6 — 0.00000220 —

The performance for solving two-dimensional problems using SFD and NDF with
least-square (NDF-LS) for k = 60v/2 and k = 300 are shown in Fig. 2 and Fig. 3.
We clearly observe that even when the error norm remains large, the residual norm
in the GMRES is decreasing as the number of iterations increased. Hence, we may
obtain poor numerical solution by checking only the residual norm. The power of
the NFD-LS is clearly demonstrated in Fig. 3.

—«— - SFD
—o6— NFD(1) |]
NFD(2) |]
—<—— NFD(3)

T —%— NFD(4) |1 =
E S
2 — — - NFD(5) T \
é 1 % . — = -SFD
8;3 2 3 —o— NFD() ||
- \ NFD(2)
A —— NFD(3) ||
5 ' —+— NFD(4) ||
7 . — - — - NFD(5)
-7 L L n L L — -
0 20 40 60 80 100 120 6o 20 40 60 80 100 120

Iteration number Iteration number

FIGURE 2. Error and Residual norms for SFD and NFD-LS for
h =1/200 and k = 60v/2
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\
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g s |
2 g -2 \
O w
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=2 g 3 \ —+— SFD
o \ —O6— NFD(1)
-4 \ ——— NFD(2) |1
A —— NFD(3)
-5 ‘\ —%— NFD(4) {
o L== NFD(5)
0 20 40 60 80 100 120 6O 20 40 60 80 100 120
Iteration number Iteration number

FIGURE 3. Error and Residual norms for SFD and NFD-LS for
h =1/200 and k = 300

4. Conclusion

Novel finite difference schemes for solving the Helmholtz equation are presented
in this study. It has been shown that the new difference schemes satisfy the
Helmholtz equation and the radiation boundary conditions exactly. Since there
is no truncation error, exact numerical solutions are expected for problems at any
wavenumber. The most attractive features of this method are that it can be applied
to high frequency cases without the common requirement of using a fine step size.
Moreover, the high accurate numerical solutions are obtained while the resulting
linear system has the same simple sparse structure as those derived from the stan-
dard second order central difference approximation. The proofs of the uniqueness
of the discretized systems resulting for one- and two-dimensional Helmholtz equa-
tions are given. Numerical simulations are carried out to verify exact numerical
solutions are obtained for one-dimensional problems at any wavenumber. For a
two-dimensional problem, the new finite difference scheme requires good estimate
of the angle. A simple lease-square algorithm is proposed so that the angle and
hence the accuracy of the Helmholtz solutions can be improved iteratively. Incor-
porating the new difference schemes and the least-square method, the solution of
a two-dimensional Helmholtz equation can be accurately and efficiently computed.
The power of this technique has been demonstrated by comparing the performance
of the standard difference and the new difference schemes to two test models con-
sidered in this paper. It is of interest to extend the applications to other models,
and to investigate the effectiveness when solving the Helmholtz equation with a
perfectly matched layer method.
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