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Welcome Message from the General Chairs

It is our honor and pleasure to welcome you to the proceedings of the 2011 IFIP
Networking Conference. This was the 10th edition of what is already consid-
ered one of the best international conferences in computer communications and
networks.

The objective of this edition of IFIP Networking conferences was to at-
tract innovative research works in the areas of: applications and services, next-
generation Internet, wireless and sensor networks, and network science. This
goal was reached and we would like to thank our Technical Program Committee
Co-chairs, Jordi Domingo-Pascual, Sergio Palazzo, and Caterina Scoglio, who
organized the review of around 300 submissions, for the splendid technical pro-
gram provided. The selected 64 high-quality papers were organized in two parallel
tracks. The conference also included three technical talks from very prestigious
scientists: Jim Kurose, José Duato, and Antony Rowstron. We would like to ex-
press our gratitude to them for accepting; their presence was a privilege for us
all.

The present edition took place at the Computer Engineering School of the
Universitat Politècnica of Valencia, in Spain.

All this would not have been possible without the hard and enthusiastic work
of a number of people who contributed to making Networking 2011 a success-
ful conference. Thus, we would like to thank all of them, from the Technical
Committee Chairs and members, to the Local Organizing Committee, to the au-
thors, and also to the staff of CFP-UPV who dealt with all local arrangements.
Thanks also to the Steering Committee of Networking and all the members of
the IFIP-TC6 for their support.

And finally, we would also like to encourage current and future authors to
continue working in this direction and to participate in forums like this confer-
ence for the exchange of knowledge and experiences.

May 2011 Pietro Manzoni
Ana Pont



Technical Program Chairs’ Message

It is a great pleasure to welcome you to the proceedings of Networking 2011,
which was the 10th event of the series of International Conferences on Network-
ing, sponsored by the IFIP Technical Committee on Communication Systems
(TC6). The main objectives of these IFIP conferences are to bring together mem-
bers of the networking community from both academia and industry, to discuss
recent advances in the broad and fast-evolving field of computer and communi-
cation networks, and to highlight key issues, identify trends, and develop visions.
For this year we had four main areas in the call for papers, namely, applications
and services, next-generation Internet, wireless and sensor networks, and net-
work science, which received, respectively, 18.8%, 45.2%, 20.6%, and 15.4% of
the submitted papers.

This year, the conference received 294 submissions, representing a huge in-
crease over the figures of the most recent years: it confirms this IFIP-supported
initiative as a leading reference conference for the researchers who work in net-
working. Papers came from Europe, the Middle East and Africa (69.1%), Asia
Pacific (16.5%), the USA and Canada (11.6%), and Latin America (2.8%).

With so many papers to choose from, the Technical ProgramCommittee (TPC)
job to select the final high-quality technical program was challenging and time
consuming. The TPC was formed by 106 researchers from 22 different countries.

All papers were evaluated through a three-phase review process by at least
three Program Committee members, who provided their own regular reviews;
then, one of the three reviewers, being entitled as a meta-reviewer, opened a
discussion among the three reviewers and provided a sum-up recommendation;
finally, after a careful analysis of all recommendations, 64 papers were selected
for the technical program, organized in 16 sessions, covering the main research
aspects of next-generation networks. We would like to thank the members of the
TPC, for they had to deal with a significant load reviewing papers due to the
increase in the number of submissions. Also, we acknowledge the contribution of
the additional reviewers who helped the TPC members in their task.

This event would not have been possible without the hard and enthusias-
tic work of a number of people who contributed to making Networking 2011 a
successful conference. We would especially like to thank the General Co-chairs,
Ana Pont and Pietro Manzoni, for their support throughout the whole review
process, and the Steering Committee Chair, Guy Leduc, for his invaluable advice
and encouragement.

All in all, we would like to thank all participants for attending the conference.
We truly hope you enjoy the proceedings of Networking 2011!

Jordi Domingo-Pascual
Sergio Palazzo

Caterina Scoglio
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València, Spain

Dongkyun Kim, Kyungpook National
University, South Korea

Publication Chair Josep Domenech, Universitat Politècnica de
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Spain

Publicity Chair Carlos T. Calafate, Universitat Politècnica de
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Instituto de Automática e Informática Industrial
Ministerio de Ciencia e Innovación
Telefonica Investigación y Desarrollo
Universitat Politècnica de València
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Claudio Casetti Politecnico di Torino, Italy
Baek-Young Choi University of Missouri, Kansas City, USA
Piotr Cholda AGH University of Science and Technology,

Poland
Marco Conti IIT-CNR, Italy
Pedro Cuenca University of Castilla la Mancha, Spain
Alan Davy Waterford Institute of Technology, Ireland
Marcelo Dias de Amorim UPMC Paris Universitas, France
Christian Doerr Delft University of Technology,

The Netherlands
Jordi Domingo-Pascual Universitat Politècnica de Catalunya,
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Abstract. With large scale botnets emerging as one of the major cur-
rent threats, the automatic detection of botnet traffic is of high impor-
tance for service providers and large campus network monitoring. Faced
with high speed network connections, detecting botnets must be efficient
and accurate. This paper proposes a novel approach for this task, where
NetFlow related data is correlated and a host dependency model is lever-
aged for advanced data mining purposes. We extend the popular linkage
analysis algorithm PageRank [27] with an additional clustering process
in order to efficiently detect stealthy botnets using peer-to-peer commu-
nication infrastructures and not exhibiting large volumes of traffic. The
key conceptual component in our approach is to analyze communication
behavioral patterns and to infer potential botnet activities.

Keywords: Botnets, PageRank, Network security.

1 Introduction

The ever-continuing struggle between malware operators and security officers is
a perpetual and parallel development of new attack tools and mitigation tech-
niques. Botnets are known to be a major threat [5]. The recent trend in malware
design leverages peer-to-peer communication infrastructures and state-of-the-art
cryptography that significantly raises the stakes in their detection [14]. While
bots participating in denial of service attacks and spam campaigns can be easily
detected by traffic analysis, it is much harder to detect stealthy bots deployed
for information stealing and espionage purposes. We address this specific type
of botnet in our paper. The contributions of our paper are threefold:

1. We propose a NetFlow [7] monitoring framework that leverages a simple host
dependency model for tracking communication patterns.

2. Linkage analysis and clustering techniques that identify groups of hosts shar-
ing similar behavioral/communication patterns

3. Experiments using real NetFlow data in order to assess the performance of
detecting botnet traffic in NetFlow data.

This work is related to our previous one [37] but the construction of the depen-
dency does not need any prior knowledge about potential risks in this paper.

J. Domingo-Pascual et al. (Eds.): NETWORKING 2011, Part I, LNCS 6640, pp. 1–14, 2011.
c© IFIP International Federation for Information Processing 2011
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Thus, it leads to additional clustering techniques for being suitable. Unlike our
previous work, this paper tries to detect large-scale shared behavior and partic-
ularly botnets.

We start the paper with an introduction to botnets in section 2. Section 3
describes the underlying building blocks of our approach by detailing the host
dependency model and data mining techniques. Comprehensive experiments are
discussed in section 4. We address related work in section 5 and conclude the
paper in section 6.

2 Structured Botnets

2.1 Overview

A botnet is a network of compromised hosts usually called bots or zombies.
The botnet owner, also known as the botmaster or controller manages the bots.
Currently, botnets make themselves known via the threats they pose as for ex-
ample: highly distributed denial of service attacks, data stealing or large spam
campaign. By not involving all available bots, spam [38] can be generated more
stealthily in order to avoid detection. Another feature of bots is the permanent
multiplication effort: bots attempt to scan and infect other machines and so grow
the network. Attacks are strongly also linked to financial interests [13].

2.2 Botnet Architectures

The botmaster manages her bots through a Command and Control (C&C) chan-
nel. In the past, this was generally a pseudo-centralized architecture based IRC
[26] (Internet Relay Chat) channel [24]. Since distributed architectures are more
scalable and robust, attackers also chose this kind of architecture for constructing
botnets. Slapper [3] was the first botnet worm in this category, but structured
peer-to-peer (P2P) protocols followed due to their underlying scalability and
robust communication facilities [10]. In structured P2P architecture, a huge ID
space is defined, a typical value being N = 2160. Each host (corresponding to
an IP address and a UDP port) has a node ID in this space and a routing
table corresponding to hosts that can be directly reached. Each node is also
responsible for data information (files) having a key (hashed value) close to its
own. For other nodes, a routing process is employed and the main advantage of
structured P2P is that reaching a node is guaranteed in a maximal number of

Fig. 1. BotTrack architecture
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hops. Chord [33] was one of the pioneering works and guarantees a routing in
log(N) hops. Koorde [17] is an optimization of Chord which provides a routing
complexity equal to O(log(N)/log(log(N)). Storm/Peacomm[28] is a infamous
real worm using both cryptographic protection and peer-to-peer communication
models [14]. Storm is based on the Kademelia [23] protocol usually used for file
sharing. Storm bots look for specific keys within the P2P network corresponding
to systems where the botmaster provides necessary information for connecting to
a webserver publishing orders to execute. The Kademelia protocol has a search-
ing algorithm that finds these hosts in O(log(N)). We argue in this paper that
analyzing communication patterns in network traffic can reveal botnets relying
on such communication models. By studying Chord which can be seen as the
generic protocol for DHT (Distributed Hash Tables) and some extensions in dif-
ferent directions (Kademlia with a high redundancy and Koorde with a very
small one), it is enough representative of most of P2P botnets.

3 Bot Detection

3.1 Architecture

Figure 1 highlights the main components of our approach. Routers monitor the
traffic and export NetFlow records to a collector. BotTrack then analyzes this
data. The first step identifies the interactions between systems by creating a
dependency graph between hosts. This graph is then automatically analyzed
by a module running the PageRank algorithm [27] to extract the nodes (IP
addresses) which are strongly linked to each other. These linkage levels provide
authority and hub scores on which a clustering algorithm is applied to find nodes
with similar roles within the network. However, nodes playing the same role may
not necessarily be P2P nodes or P2P bot nodes. For more precision, data from
a honeypot is also leveraged. Hence, some nodes are known a priori to be bots
and clusters including such points are considered to be groups of bots to which
mitigation techniques can be applied.

3.2 Flow Monitoring

IP flow [29] is a standard tool for today’s large-scale network monitoring.
A flow is a series of IP packets sharing the same source, destination address,

associated ports, and protocols. For high speed networks, flow monitoring is
well used because, firstly, network traffic analysis via flow records is much more
efficient than via individual packets (less data to analyze), and secondly, flow
records require only a fraction of the storage space needed for full packet cap-
ture. The flow collecting architecture consists of probes and collectors. Probes
or sensors are devices deployed in different network locations, and are responsi-
ble for capturing flow data and forwarding it to the collector. Almost all mod-
ern commercial-grade routers support flow record export. In this paper, we use
without any distinction the terms IP flow [29] and NetFlow [7] which reflects
different standards.
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Fig. 2. Sample host communication
graph example (trivial example bots on
nodes 1,2,3 and 4)

Fig. 3. simplified ranking distribution af-
ter 1st iteration

3.3 Host Communication Model

Because of its wide availability and intrinsic host communication information we
utilize flow data and link analysis to detect structured botnets. The rationale
behind our approach is that P2P structured botnets exhibit a distinguishable
communication pattern among bots. Our communication dependency graph en-
gine (see figure 1) generates a directed “who talks to whom” host communica-
tion graph. Figure 2 shows a trivial example of a host communication graph
of 8 nodes. Each node represents a host, and a directed link from node A to
B indicates there is at least one IP flow from host A to host B. It is obvious
that nodes 1, 2, 3, and 4, which represent bot nodes, exhibit more intense com-
munications among themselves than with other nodes. The following sections
will explain how to leverage the PageRank link analysis algorithm bounded by
clustering techniques to detect bots via host communication graphs. The terms
host communication graph and dependency graph are used interchangeably in
this paper.

3.4 PageRank

The PageRank algorithm [27] is a link analysis algorithm used by the Google web
search engine to weight the relative importance of web pages on the Internet.
PageRank ranks each web page according to a a score depending on the hyperlink
structure of the Internet. A web page is referred to by other pages if other
pages contain a hyperlink pointing to it. Intuitively, a frequently-referred page
is important, and pages referred to by few important pages are also considered
important. For instance, if a web page is linked by only one web site, but this
web site is Yahoo, then this page should be considered as important as well. The
outstanding scalability and efficiency of PageRank makes it an ideal candidate to
analyze the link structures among communicating hosts on large scale networks.

PageRank is computed in an iterative fashion. At each iteration, the current
score of each node is distributed through its outgoing links to the nodes it points
to. The new rank of each node is the sum of the scores its incoming edges bring.
For example, assuming an initial value of each node in Figure 2 of 1, the ranking
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distribution following the first iteration is shown in Figure 3. Node 1 has three
outgoing links, thus each outgoing link takes 1

3 ranking to its destination node.
Node 1 receives two incoming links from node 4 and node 5, thus the new score
of node 1 is 1

3 + 1
1 = 1.33. The iterations continue until the score changes are

sufficiently small or the maximum number of iterations is reached.
Based on some knowledge, important nodes scores can be increased by prior

defined weight. In the botnet context, it corresponds to nodes that are known to
be bots and should have a higher impact on the score calculation and
propagation.

Let Pt(i) denote the PageRank score of node i for iteration t, (j, i) denotes
a directed edge from node j to node i, Oj represents outgoing link number of
node j, and E is the set of directed edges on the whole graph. Based on some
knowledge, a subjective preference can be assigned to certain nodes. This is
useful in the context of bot detection in the sense that we can promote the
rankings of hosts known to be bots. The subjective influence functions via the
W component and the impact of this weight and the propagated scores can be
adjusted by tuning the d parameter:

Pt(i) = (1 − d)
n∑

k=1

W (k) + d
∑

(j,i)∈E

Pt−1(j)
Oj

(1)

For flow monitoring, it is interesting to consider both edge directions. When
edges point from source to destination hosts, the ranking scores distribute towards
the final destination of traffic, and is named hub rank in this paper; when edges
point from destination to source hosts, the ranking scores distribute towards the
root cause, and we name this root-cause-selecting ranking authority rank. For the
latter, PageRank algorithm is executed again with the graph where the edge di-
rections have been inverted. Obviously, the PageRank algorithm can be seen as a
set of matrix computations and theoretical details may be found in [27].

3.5 Clustering

PageRank output is composed of two values: authority and hub. Both are useful
for detecting P2P bots since peers in such network have to initiate connections
with many others and are also destinations of many connections. A simple ap-
proach should consider as a P2P bot a host associated with a high ranks for
these two metrics:

authority > θ and hub > γ (2)

Although defining two thresholds is not easy, section 4 shows that neither can be
excluded since good results are obtained only when both are used. Furthermore,
infected machines can be clustered in disjoint clusters that are not necessarily
adjacent in terms of their traffic flows. This is illustrated in figure 4 by showing
the distribution of ingoing and outgoing node degrees. In brief, defining only a
simple threshold is not sufficient and investigators should define different ranges
of authority and hub values for which the hosts should be considered as bots.
Finally, defining such ranges is often dependent of the P2P protocol used (see
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Fig. 4. Kademelia authority and hub values for normal hosts and bot hosts

section 4). For example, figure 4 clearly highlights such ranges for bots, although
a minority of normal hosts may have higher values, even though the majority of
normal hosts is associated with very low values.

Therefore, applying a clustering technique may be helpful, and limits the
number of parameters that must be chosen. Different techniques could be applied
but the following criteria have to be considered:

1. few parameters to set
2. no knowledge about the number of clusters, since different kinds of machines

could be infected
3. clusters can have irregular shapes because normal communications are also

considered
4. since non-infected hosts are also diverse, authority and hub values can be

very different.

Several algorithms fulfill these requirements and our method is based on DB-
SCAN [4] because only two parameters have to be tuned, and the complexity of
this algorithm is acceptable especially when using specific data indexation [4]. In
our case, the runtime is slightly above linear. Moreover, there are many exten-
sions for speeding up the clustering process [22] and for using parallel computing
[39]. All these works show that DBSCAN is quite fitted for huge databases like
usual NetFlow database of real networks.

DBSCAN is a density-based algorithm where the key idea is to consider that
each point of a cluster has to be enough close to a minimal number of points,
MinPts, which represents the neighborhood defined by a maximal distance ε.
Such a point is qualified as a core point and all points whose the distance from
it is lower than ε are also included in the cluster and are qualified as a border
point if they are not core points. Thus, points which are isolated (neither core
nor border) are considered to be noise. More precisely, the algorithm iterates
over every point p and does the following for each point that is not yet classified:
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1. compute the neighbors: neighbor = {p2, dist(p, p2) < ε} . In this paper, we
use the Euclidian distance.

2. if |neighbor| ≥ MinPts, create a new cluster containing p and all points of
neighbor.

3. go back to step 1 by taking previous neighbors as the original node to com-
pute the neighbors and by excluding previously assigned points.

Thus, DBSCAN has only two parameters to tune but we assume MinPts = 4
since botnets can sometimes contain only hundreds of hosts and so clusters of bots
can be relatively small. However we expect few of them to share similar hub and
authority values. Thus, the main parameter to tune in our experiments was ε.

4 Experimental Result

4.1 Methodology and Datasets

Our evaluation was made on a real dataset provided by a major Luxembourg
Internet operator. We extracted 13.7GB of data described in table 1. Following
the approach of [25], we added synthetic botnet flow records without taking
into account the duration or the size of flows since our approach does not rely
on them. This is the only viable solution since getting a labeled dataset at an
operator level is not possible. Hence, the corresponding characteristics are always
the same in table 1. To evaluate the robustness of our system with a stealthy
botnet, we extracted only 1% of IP addresses for constructing the botnet. As
we relies exclusively on IP addresses, other features like timing or the number
of bytes are randomly generated for the botnet flows. So, the attack scenario
may be simply explained as adding bot to bot communications at the end of the
capture by examining routing table entries of each bots.

Moreover, we assume a random distribution of bot IP addresses. By this way,
the IP addresses selected as bots can be considered indifferently as the whole
botnet or as a part of bigger botnet containing IP addresses also outside form the
monitored network. Hence, there is no need to define different scenarios when
having a global view of the botnet is unavailable.

Kademlia topology entails many links between hosts since by design it aims
to improve performance for file sharing based on multiple paths. Therefore, this
topology exhibits the highest number of flows in table 1. Chord is a more compact
topology (no multiple paths from a node to a space partition) which implies lower
performance. Neighbor node in Koorde ID space share links in order to contact
far-distant nodes. Thus each individual node has only to maintain a few links
and the number of flows is reduced.

Table 1 also presents general statistics about PageRank results. Just 1% of
bots does not impact highly on average values, but the extreme values indicate
that there are some changes in the graph topology.

Our evaluation is based mainly on the Receiver Operating Characteristic
(ROC) [9] which is well-suited for measuring the efficiency of two classes of
classification. The curve measures the True Positive Rate (TPR) against the
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Table 1. Flow record statistics (original data + botnet traces)

chord Kademlia Koorde

Flow# 2133887 2399032 1997049

Host# 323610 323610 323610

Bytes# 13.7G 13.7G 13.7G

Duration 18min23sec 18min23sec 18min23sec

Max HR 0.0472 0.0436 0.0442

Min HR 1.264e-08 1.185e-08 1.185e-08

Avg HR 3.0901e-6 3.0902e-06 3.0902e-06

Max AR 0.022897 0.022534 0.023161

Min AR 1.3229e-08 1.1429e-08 1.19e-08

Avg AR 3.090145e-06 3.090138e-06 3.0901e-06

False Positive Rate (FPR). The TPR is the number of bots correctly identified
as bots (also called True Positive or TP) divided by the total number of bots.
The FPR is the number normal hosts identified as bots (also called False Positive
or FP) divided by the total number of benign hosts.

4.2 Pure Link Analysis

Figure 5 illustrates the simple threshold-based method to detect bot links in
equation (2). However, in order to measure the efficiency of both metrics (au-
thority and hub), these are considered separately. Hosts with a value higher
than a threshold are considered to be bots. Figure 5 displays the ROC curve
when the threshold varies. The results are good, particularly for hub detection.
This suggests the server role of P2P hosts is more discriminative than the client
role. Due to the different linkage level of topologies and so on in the volume of
flow records highlighted in table 1, the Kademlia based botnet is the easiest to
discover, and Koorde is the best topology for avoiding detection.

Fig. 5. ROC curves without clustering
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(a) Kademlia (b) Chord (c) Koorde

Fig. 6. Clustering impact (without clustering is the results of the simple method based
on a threshold and the hub values)

Even if the number of false positives is quite low in most of cases, 0.02 was
equivalent to more than 6400 FPs. Thus, taking steps to discard them is essential
to avoid blocking too many benign hosts.

4.3 Clustering

In this experiment, clustering was applied to the link analysis results to improve
the results by creating clusters of IP addresses. However, once the clusters have
been created, it is not clear how to decide which one is a botnet. Hence, we
consider that if a cluster contains at least one bot, all points included within it
are also bots. This means that we need to know at least one bot for each cluster
of bots. This knowledge can be obtained by using intrusion detection systems
or honeypots. Meanwhile, it may lead to many false positives but the results
described below show that botnet clusters are quite consistent. The difficulty of
this task clearly depends on the number and the structure of clusters. Figure
6 highlights good results when applying clustering to the different topologies
(curves entitled “0% bots known”). For Kademelia in figure 6a, the results are
greatly improved (the original curve is very close to 0 in figure). This means
that clustering allows also allows a high TPR to be reached with fewer FP. The
same observations can be made for other topologies (figures 6b and 6c) but the
only difference is that after a certain threshold of false positive rate, the true
positive rate is better without clustering. This is due to bot points which are
less distinguishable with such topologies and which are not clustered, because
these are considered as noise.

Finally, we consider the inflection point as a good configuration for reducing
false positives. It corresponds to the values in table 2, which highlights a large
reduction of false positives compared to the threshold-based method, in particu-
lar for Kademelia and Chord with about 90% of false positives discarded. Table
2 also highlights that the setting of the parameter ε is clearly dependent on the
topology. Hence, including a new topology is not straightforward and a priori
parameter estimation is needed.

The various performance measures are quite acceptable, except in the case
of Chord. From a general point of view, clustering is able to eliminate many
false positives, especially in the left part of the curves. However, the results are
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Table 2. Clustering impact in best cases (inflexion point)

Topology ε TPR FPR FP reduction #clusters

Kademlia 2.5e-05 0.97 0.0019 5945 (90.1%) 22

Chord 4e-07 0.38 0.002 6087 (90.3%) 13

Koorde 1e-04 0.76 0.06 32037 (59.1%) 227

still acceptable in the right hand part, even if lower than without clustering.
However, sometimes it could be better to detect only a subset of a botnet in
order to avoid blacklisting too many benign hosts at the same time.

4.4 Impact of the Number of Known Bots

In this experiment, we assumed that some individual bots had already been
detected by other programs such as a honeypots. We influenced PageRank
algorithm by such knowledge by personalizing the initial weights on nodes.
Figure 6 shows the results when 5 or 20 percent of bots are known. The re-
sults are improved significantly. Hence, Chord botnet-based detection is more
acceptable when applying clustering with such knowledge. Considering Koorde
and Kademlia, clustering always provides the best results as it was also the case
without bot knowledge. For instance, detecting around 99% of bots is possible
with a FPR of only 0.001. Compared to 0.002 (the FPR without bots known),
this means that FP, were halved, representing 320 FPs discarded.

4.5 Cluster Analysis

In our previous experiments, we considered that we were able to identify one bot
per created cluster by deploying a probe, such as a honeypot. It can be very easy
to obtain good results just by creating small clusters with a minimal number of
points. The extreme case is one point per cluster. Such points are considered as
noise by DBSCAN and will not be considered further. Figure 7 shows that a high
TPR is possible with few clusters. Having too many clusters does not produce the
best results, and the TPR increases considerably when the number of clusters is
reduced. Obviously, the reader has to refer to figure 6 for the FPR since it is pos-
sible to detect all bots with only one big cluster, but this implies a high FPR. For
instance, we can consider the configurations in table 2, showing that for Kademlia
and Koorde, the number of bots clusters is very limited. Hence, in Kademlia, 22
bots must be known. The number of clusters in Chord is quite high for this partic-
ular configuration. Assuming the second inflection point in figure 6 (TPR = 0.96,
FPR = 0.04), the number of clusters is reduced to 21.

Unfortunately knowing around 20 bots from different clusters is not always
possible. This occurs when some clusters are very small and only contain a
limited number of bots. However, in this case, discarding them has a limited
impact on TPR. The final experiments assume that clusters with only a minimal
number of bots can be detected. As highlighted in figure 8, the TPR is not
impacted positively since it slightly decreases. For instance, considering that we
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[t]

Fig. 7. Number of bot clusters

[t]

Fig. 8. Kademlia – Small cluster exclu-
sion

have clusters with at least 50 bots yields only 2 clusters while keeping a TPR
of 92%. This case correspond to only discovering the main clusters. (See figure
4). Besides, the FPR is more greatly affected and decreases, particularly in the
early phases.

5 Related Work

Monitoring of IP flow records was first addressed in [32] by providing statis-
tics on traffic volume and underlying IP addresses in order to apply time-series
based anomaly detection. Follow-up works [31] employs Hidden Markov Models
(HMM) for traffic modeling. The obvious way to observe a botnet is to deploy
a honeypot in order to be infected. This is very efficient with IRC botnets for
tracking the servers based on the IP addresses and the DNS (Domain Name
System) names [1]. Many detection methods rely on first detecting malicious ac-
tivities such as spam or scanning activities [20]. Some approaches aim to correlate
these malicious activities with C&C detected communications [12,11]. Crawling
a P2P botnet is an alternative way to detect it [13]. When the P2P botnet em-
ploys a normal P2P network, abnormal ID or IP addresses variation can be used
as discriminating features [34]. Connecting components of a graph represent-
ing host interactions is presented in [8] and analysis methods can be found in
[15]. Building service-level or host-level dependencies has been addressed in the
past [6,18,30,2,16] for supporting network management tasks. BLINC [19] also
leverages inter-host communication relationships for traffic classification, which
is also well-studied in [21]. The closest related work is [25], which is based on ran-
dom walk and clustering techniques to isolate interaction subgraphs related to
P2P communications. Our previous work has leveraged link analysis algorithms
on flow dependency graphs [35,36] and host dependency graphs [37] for tracing
the root cause flow records corresponding to the malicious traffic. They help to
select PageRank as the much suitable algorithm for this paper. Flow dependency
graphs [35,36] do not consider hosts as nodes but flows as nodes and try to build
causal connections between them based on timing analysis. Besides, our current
work differs from the previous works in that we enhanced the link analysis result
with clustering techniques to reveal the bots on large-scale networks.
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6 Conclusion and Future Work

In this paper we have addressed the automated detection of P2P based botnets.
Our approach is based on processing NetFlow-related information to build a
host dependency model that captures information about which host is talking
to which other host. Linkage analysis on this host dependency model is coupled
with a clustering algorithm in order to build clusters of similarly behaving nodes.
We show in this paper that bot-infected systems tend to belong to the same
cluster. Additional information sources, such as honeypots, can be also used for
tagging specific clusters. This will help to distinguish benign P2P applications
from botnets. We have shown the viability of our method on large datasets from
a major Internet service provider in Luxembourg. Because no labeled datasets
exist in the research community, we had to follow a similar approach to [25] and
inject synthetic data into the ISP-sourced datasets. We plan to do a complete
complexity studies about our solutions for defining optimizations since the cur-
rent implementation on a single machine handles 18min of Netflow records in
around 160 seconds.

Acknowledgment. The authors would like to thank S. Nagaraja for discussions
and advice on our work, especially on how to generate realistic datasets [25].
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Abstract. Entropy has been widely used for anomaly detection in var-
ious disciplines. One such is in network attack detection, where its role
is to detect significant changes in underlying distribution shape due to
anomalous behaviour such as attacks. In this paper, we point out that
entropy has significant blind spots, which can be made use by adver-
saries to evade detection. To illustrate the potential pitfalls, we give an
in-principle analysis of network attack detection, in which we design a
camouflage technique and show analytically that it can perfectly mask
attacks from entropy based detector with low costs in terms of the vol-
ume of traffic brought in for camouflage. Finally, we illustrate and apply
our technique to both synthetic distributions and ones taken from real
traffic traces, and show how attacks undermine the detector.

Keywords: Entropy, Anomaly Detection, Camouflage.

1 Introduction

Entropy is widely used as a summary statistic in diverse application areas, in-
cluding anomaly detection. In recent years anomaly detection has received con-
siderable attention in computer networking both within industry and academia,
in particular in relation to security issues such as network based attacks, and
entropy based detection is a popular approach.

Generally speaking, in entropy based anomaly detection, the (empirical) en-
tropy, summarising a histogram of some quantity of interest from the underlying
network traffic within a time bin, is used as a detector of anomalous events seen
across bins. For example, the quantity could be the counts of packets (becoming
probabilities after normalisation) with different source port numbers passing a
measurement point. Implicitly, it is assumed/believed that entropy will change
noticeably when ‘significant’ changes in the traffic pattern occur due to anoma-
lous behaviours, but change little or not at all when small fluctuations about
typical behaviour are encountered. In this vein, [3,5] used entropy of source IP
address distributions to capture DDoS attacks, and [10] focused on worm detec-
tion using distributions from packet headers. The paper [7] considered entropy
of distributions based on the number IP addresses that each host communicates
with in addition to those from packet headers. Other work exploiting entropy
for anomaly detection can be found in [1,4].

J. Domingo-Pascual et al. (Eds.): NETWORKING 2011, Part I, LNCS 6640, pp. 15–27, 2011.
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These prior works have demonstrated a measure of success of entropy-based
anomaly detection, especially in network attack detection. However, this success
is founded on two basic assumptions that we challenge here: i) Entropy detects
‘significant’ changes in distribution well, ii) Attackers are unable and/or unwill-
ing to adopt strategies to evade detection. In fact, since entropy, like all summary
statistics, is a compact summary of a complex reality, it must necessarily be blind
to many changes in the underlying distribution. For anomaly detection purposes,
it is clearly essential to understand the nature of this blindness, however this task
has until now not attracted much attention.

In this paper, we shall see that the relationship between changes in distri-
bution details, or ‘shape’, and entropy can be complex and counter-intuitive.
An important consequence for entropy based detectors is that they can be sur-
prisingly easily defeated when the attacker starts to learn and manipulate data.
Sophisticated adversaries have been discussed before in the context of detectors
(or classifiers) in other domains [2,6,8]. Since entropy based detection is becoming
popular, we believe that exploring its limitations and potential countermeasures
is both important and timely.

Our main contributions: i) The first quantitative understanding of the be-
haviour of entropy as a function of the underlying distribution shape. ii) To
demonstrate the potential fruits of (i), we apply it to the attack detection prob-
lem. We provide the definition and first results on optimal camouflage from
entropy based detectors.

The above results bring insights and capabilities at a number of (closely re-
lated) levels, including the nature of entropy blindness, how attackers can evade
detection at minimal cost, and a meaningful calibration capability for detectors
and understanding of their limitations. Although it has been noted before that
entropy is not all things to all applications, for example see [3,9,11], this is the
first study we are aware of which provides a rigorous quantitative analysis and a
systematic investigation. We believe that the insights are very valuable for more
general settings and also that the techniques can be extended to analyse more
realistic attack scenarios.

In Section 2 examples are used to illustrate some of the key traps one can
fall into from assuming that entropy captures changes in distribution shape.
Section 3 develops the technical results that enable ‘optimal camouflage’, which
are then used in Section 4 to explore attack detection using an entropy based
detector. We conclude and discuss future work in Section 5.

2 Entropy

After introducing the definition of entropy, we explore, using a number of con-
crete examples, the dangers of simplistic impressions as to the relationship be-
tween distribution shape and entropy. In particular, these examples give insight
into what detectors might hope to detect and what they might miss, and hence
help us better understand why attackers can evade the entropy detector with
surprising ease.
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2.1 Preliminaries

We view Internet traffic as an infinite stream of packets passing by a passive
monitoring point, processed in batches according to contiguous constant width
measurement intervals. Within a single such interval consisting of V packets, and
given a metric of interest (a function of packet header information), each packet
is mapped to one of N classes, resulting in a sequence {a1, a2, . . . , aV } over the
bin where aj ∈ {1, 2, . . . , N}. The associated empirical distribution D is given
by D = {p1, p2, . . . , pN}, where pi = fi/V , fi = |{j : aj = i}| and

∑N
i=1 pi = 1.

The Shannon (empirical) entropy for D is defined as

H(D) = −
N∑

i=1

pi log pi,

where 0 log 0 = 0, and logarithms are base 2. Provided the alphabet size N is
finite, entropy is maximal when the distribution is uniform {1/N, 1/N, . . . , 1/N}.
In contrast, the minimum possible entropy of zero occurs when probability is
maximally concentrated: pj = 1 for some j and pi = 0 otherwise.

2.2 Connecting Entropy and Distribution Shape

As a statistic summarising a distribution, entropy might be expected to be alike
for distributions of similar shape, that is, those with only small differences in
their probabilities. On the other hand it would be substantially different for ones
with radically different shapes. In fact, implicitly or explicitly, this is one of the
principles that entropy based detection relies on. Unfortunately, neither of these
hold true as we now show.

Order: Although there is no commonly agreed non-parametric definition of
distribution ‘shape’, few would claim that the distributions, DG1 and DG2, shown
in Fig 1(a),(b) have similar shapes. However, they share exactly the same entropy
due to the fact that DG1 (a truncated, renormalised, geometric distribution with
p = 0.607), is an ordered version of DG2 and entropy is blind to order. Although
this is well understood, nonetheless order invariance gives a wealth of examples
where very large probability differences are not reflected at all in entropy.

Shape: A natural question is whether all ‘dramatic’ examples involve ordering.
The answer is no. Unless N = 2, the set of distributions with a given H > 0 is
uncountably infinite, even if they are first ordered. More concretely, consider the
examples in Fig 1(c),(d). One can ask “Which distribution is closer to DG1, DG3

or Dv?”, to which “Dv” is probably the answer of 99.9% of readers, including
statisticians. Not only do the shapes of DG1 and Dv seem qualitatively very
similar, but the probability ranges [0.0044, 0.3961] and [0.0092, 0.3358] are also
quite close, compared to [0.0493, 0.5560] from DG3. However, entropy concludes
differently. In fact DG3 has the same entropy as DG1, whereas Dv has an entropy
over 10% greater.

Heavy hitters: We would reasonably expect that entropy would be relatively
sensitive to large changes in the most significant probabilities, or ‘heavy hitters’,
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Fig. 1. Four distributions DG1,DG2,DG3 and Dv with N = 10 where: H(DG1) =
H(DG2) = H(DG3) = 2.40 < H(Dv) = 2.64

as low probabilities contribute little individually to H since pi log pi → 0 when
pi → 0. In fact this can be far from the case.

Suppose that outcome i = 1 of DG1 disappears for some reason (such as all
traffic from a very popular server being rerouted around the monitoring point).
Thus its probability p1, the largest carrying almost 40% of the total, falls to
zero, yet despite this the new renormalised distribution has an entropy of 2.37
compared to 2.40 originally, a mere 1.3% decline. The reason lies in the shape of
the remainder of the (reordered) distribution combined with the compensating
effect of renormalisation.

More generally, the following expression describes the impact of the removal
of a single outcome:

H0 = −pl log pl − (1 − pl) log(1 − pl) + (1 − pl)H(DR), (1)

where pl is the missing probability, and H(DR) the entropy of the renormalised
distribution DR consisting of all the other probabilities except pl. Clearly there
are cases when H0 = H(DR), that is when the missing probability has no impact
on the entropy at all! In fact, simple algebra shows that the removal of the r
largest probabilities of a truncated geometric distribution is the same as that
resulting from the removal of the r smallest ones. Thus, failure to track the
largest probabilities does not affect entropy much since their absence has the
same effect as omitting the same number of small probabilities, which is small
(provided r is not too large).

Although the details of the above analysis were based on the special properties
of the geometric distribution, it nonetheless highlights a far more general point,
that assumptions on how entropy is influenced by distribution features cannot
be taken for granted.
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It is of course well known that, like other statistics, entropy provides only
a coarse summary of data, and so must necessarily be blind to many features.
The key message of this section is that the details of the connection between
distribution ‘shape’ and entropy may be counterintuitive, which in the context
of anomaly detection strongly motivates a precise quantitative understanding of
the connection between the two.

3 Entropy in Attack Detection

In this section we examine the use of entropy in the context of Internet attacks
and their measurement based detection. Here an attacker sends attack traffic
into the network, which he may attempt to disguise, and the detector seeks to
detect his activities using an entropy based anomaly detector. In this paper our
explicit focus is on optimal camouflage strategies for the attacker, but these two
sides of the same battle are very closely related as we make clearer below.

Here we flesh out entropy-specific issues using an idealised proof of concept
model, rather than attempting to provide a realistic description of network at-
tacks or detection. Our aim is to provide rigorous results and insights, and an
approach, which can be used as tools in the study of entropy-based anomaly
detection. In Section 4 we give an example showing how more complex scenarios
can be built up using the building blocks we provide.

3.1 Model

Detector: We assume that the detector knows a benchmark distribution D0

with an entropy of H0 corresponding to normal (and attack free) traffic, and
also knows the histogram D from the current time interval, summarised by its
empirical entropy H. The detection mechanism is simple: an attack is declared
if H differs from H0 by more than a threshold θH ≥ 0, or the detector is silent
if H falls in the interval [(1 − θH)H0, (1 + θH)H0].

In practice there are many issues making the determination of D0 and H0 dif-
ficult, and furthermore, H cannot in general be precisely measured. We subsume
each of these effects into the need to describe the sensitivity of the detector,
which we do through θH.

Attacker: For our purpose an attack is the presence of packets sent by the
attacker with malicious intent which pass by the monitoring point during the
measurement interval. We model it by the number VA of attack packets, the set T
of class indices in which they appear for the chosen metric, and their distribution
across T . During an attack the measurement interval contains V0 + VA packets
with an attack intensity of VA, resulting in the modified distribution D.

Attacks require resources to mount. We measure the cost of an attack (per
measurement interval) to the attacker by the number of packets he sends. For
a given VA, depending on the nature of the attack may have some flexibility
through the choice of T to reduce his impact on H and hence the chance of
detection. We call this passive camouflage. Here we assume that the attacker
knows D0. Although this is a quite conservative assumption in practice, it is
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plausible that the attacker could learn it over time. When passive camouflage
is impossible or insufficient, then the attacker may opt to augment it by using
active camouflage through sending a number VC of additional camouflage packets
in a tailored spread over indices design to further reduce the impact on H. So
the traffic volume becomes V0 + VA + VC with a camouflage cost of VC . The
resulting camouflaged distribution is given by DC . How to camouflage actively
and efficiently is one of the main points we focus on.

3.2 Optimal Camouflage

The problem of designing camouflage strategies is formulated as follows. The
attacked traffic histogram D = {p1, . . . , pN} (without loss of generality, indexed
in non-increasing order) has entropy H which by definition is outside of the
perceived normal range [(1−θH)H0, (1+θH)H0], and so will trigger an alarm. To
hide from the detector, the attacker must disguise itself by ‘dragging’ the entropy
back to some target entropy HT lying within the normal range. According to the
difference between H and HT the strategies are different. In general, if HT >
H then the attacker needs to equalise the probabilities; otherwise, he should
concentrate them.

Changes in the probabilities can be achieved primarily in two ways: through
sending extra packets (targeted increments), or by somehow removing normal
traffic (decrements). We consider the ‘increment only’ scenario in this paper, as
this is clearly directly feasible for the attacker.

We consider optimal camouflage, that is how to achieve a given HT at min-
imal cost, that is, with the smallest possible number VC of camouflage packets
sent. This also reduces the chances that the attack would be captured by other
techniques, such as by volume detection.

Formulating the original problem: Let δi denote the increment of proba-
bility pi due to camouflage for constant V0 and VA. Then the camouflage cost
is calculated as VC = (V0 + VA)Δ with Δ =

∑N
i=1 δi. Hence the optimisation

problem can be formulated as:

MinΔ : min
{δi}

Δ, s.t. δi ≥ 0 ∀i and H(DC) = HT ,

where DC = {(pi + δi)/(1 + Δ), i = 1, 2, . . . , N} and 1 + Δ renormalises the
distribution since all increments are positive.

In other words, we find the smallest increment ‘budget’ which can achieve the
target entropy. Since the objective function Δ is a component of the renomali-
sation factor, it turns out that this problem is best solved through first solving
the inverse problem, where we find the extremal H using (all of) a fixed budget.

Formulating the inverse problem: If HT > H then the inverse problem is

MaxH : max
{δi}

H(DC), s.t. δi ≥ 0 and
N∑

i=1

δi = c,
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for a constant c. Otherwise, if HT < H it becomes

MinH : min
{δi}

H(DC), s.t. δi ≥ 0 and
N∑

i=1

δi = c.

As the renormalisation factor, 1+c, is determined, the above problems are equiv-
alent to the ones below under the same constraints (resp. MaxH and MinH):

MinH− : min
{δi}

N∑
i=1

(pi+δi) log(pi+δi) and MaxH− : max
{δi}

N∑
i=1

(pi+δi) log(pi+δi).

Solving the inverse problems: Consider MaxH, that is to solve MinH−,
whose objective function is convex and constraints belong to a convex set. The
global minimum can be solved using Lagrange multipliers and the Karush-Kuhn-
Tucker (KKT) conditions. We define the Lagrange function as:

Λ =
N∑

i=1

(pi + δi) log(pi + δi) + μ(
N∑

i=1

δi − c) −
N∑

i=1

λiδi.

For simplicity, we consider the natural logarithm here. The KKT conditions are
given by

∑N
i=1 δi − c = 0, log(pi + δi) + 1 + μ − λi = 0, λiδi = 0, δi ≥ 0 and

λi ≥ 0, for all i.
Consider the following two cases: i) If λi > 0, then δi = 0. Because δi =

eλi−μ−1 − pi > e−μ−1 − pi, we can write δi = (e−μ−1 − pi)+. ii) If λi = 0, then
δi = e−μ−1 − pi ≥ 0. Overall, δi can be written as δi = (e−μ−1 − pi)+. Then μ

is determined by
∑N

i=1(e
−μ−1 − pi)+ − c = 0, followed by the solution for δi.

We see that in the optimal solution {δi} decomposes naturally into two sub-
sets. One contains zero δi’s, which are applied to large probabilities that stay
invariant. The other consists of positive δi’s, which are given to small probabili-
ties in order to raise them to a common level, namely pi + δi = e−μ−1.

To solve MinH (i.e. MaxH−), we make use of the following inequality.

(px + δx) log(px + δx) + (py + δy) log(py + δy) ≥
(px + δx + δy) log(px + δx + δy) + py log py (2)

if px ≥ py ≥ 0 and δx, δy ≥ 0, which follows the fact that the function Fε(z) =
(z + ε) log(z + ε) − z log z is strictly monotonically increasing for any ε > 0 and
z > 0. In fact, Equation (2) states that the difference between two probabilities
grows (with all others constant), then the entropy drops, whereas the entropy
rises when the contrast between them reduces. Following (2), clearly, the optimal
solution for MinH is δ1 = c and δi = 0 ∀i �= 1 because moving all increments to
the largest probability p1 reduces the overall entropy.

Solving the original problem: From the solutions to the inverse problems
we observe that the maximal entropy increases monotonically as the ‘quota’ c
rises (proof omitted due to space constraints), and it reaches the maximum,
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log N , when c = cm =
∑N

i=1(p1 − pi). Afterwards, the optimal entropy stays at
the maximum, since once the distribution has been made uniform further ‘top-
ups’ can be made evenly to maintain uniformity. Similarly, the minimal entropy
decreases as c rises monotonically and it approaches 0 when c goes to infinity.
Typically HT will be set to either [(1−θH)H0, (1+θH)H0], the minimum needed
to fall under the detector’s radar. Note that this inverse problem solution can
be used to calibrate the detector, since it provides the largest possible entropy
‘response’ corresponding to a distribution changing ‘signal’ of a given size.

Considering now the original problem, for HT > H, the minimal value of the
total increment required is unique because the inverse solution taking [0, cm] �→
[H, log N ] is 1-1 onto. The increment should be spread over smallest probabilities
to raise them to an uniform value. As for HT < H0, the minimal total increment
is also unique because the inverse solution taking [0,∞) �→ (0,H] is likewise 1-1
onto. The increment is entirely allocated to the largest probabilities. To actually
solve for the minimal Δ, the entropy curve can be plotted as a function of Δ
based on the solutions of MaxH and MinH. Then the optimal Δ can be quickly
obtained by a numerical search.

Through solving the optimisation problems above, we obtain the technical
results for camouflaging attacks from entropy based detection at minimal cost.
These results also provide the insight into entropy’s behaviour as a function of
distribution shape.

4 Empirical Results

In this section we show how the results of the previous section can be used to an-
swer core questions of interest to both the attacker and detector, such as whether
an attack can be detected, and whether it can be disguised and at what cost. We
begin with distributions from traffic traces, where we explore attacks on a single
distribution and their camouflage, and then show how the camouflage technique
can be extended to multiple distributions based on multiple traffic metrics. We
then use idealised models to cleanly investigate a number of phenomena as a
function of parameters. We focus on the case when the attack is concentrated on
a single class index i = t, that is, T = {t}. Nevertheless, the results below are
generally valid for the concentrated attacks targeting a small number of indices.

4.1 Traffic Traces

We use 24 hours, from 00:00 to 23:59 March 30, 2009, of a 96-hour long trace
captured from an OC-3 link, from the “Measurement and Analysis on the WIDE
Internet” group (MAWI). The time series of interest were extracted using Wire-
Shark and our own C programs, with entropy calculations in MatLab. We focus
mainly on a representative 5 minute time interval from 15:30 March 30, 2009.
(5 minute intervals are commonly used, e.g. [7,10]).

Concentrated attack detection
We take the packet count per destination IP address histogram (reordered),
shown in Fig 2, as the benchmark distribution with H0 = 8.92 and N = 40889,
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Fig. 2. Distributions of normal traffic, under the attack and after camouflage
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Fig. 3. Camouflage costs while attacking various targets with the intensity VA = 0.25V0

over 8 time bins with detection sensitivity θH = 0.05

and apply a concentrated attack with intensity VA = 0.25V0 at the target index
t = 12 (with p12 = 0.0105). This could arise for example as the result of a DoS
attack when the packet metric is the destination IP, since then all VA packets
appear at a single index corresponding to the server under attack.

The attacker is aware that his attack has lowered the original entropy appre-
ciably (by 12.48%). Seeking complete anonymity, he wishes to know the minimal
number VC of active camouflage packets needed to be invisible even to a per-
fect detector θH = 0. Since the attack has lowered entropy from H0 to H, the
camouflage packets must be placed so as to increase it back up to HT = H0. Ac-
cording to the camouflage scheme built in Section 3, the strategy reduces to the
following: given the reordered version of D, say D′ = {p′i}, the opponent should
increase the smallest v̄ probabilities to the same value. In the case of Fig 2,
which also shows the camouflaged solution DC with H(DC) = 8.92, v̄ = 34527
and VC = 0.135V .

We also examined 8 intervals over the 24 hours with the same attack intensity,
VA = 0.25V , but various attacking targets, t = [1, 12, 2000] with the sensitivity
θH = 0.05. The results are similar to those for the representative interval above,
and the costs over the 8 bins are shown in Fig 3. We observe that attacking
any of these indexes results in an entropy drop. The larger the probability the
greater the decrease, and so the higher the camouflage cost.
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The above discussion is only an example. The same analysis is applicable to
other concentrated attacks and detection based on other metrics. For example, a
worm attack may use fixed source port numbers, resulting in significant changes
in a few indices of the source port distribution.

Complex detection scenarios
Some studies [7,10] have considered the use of entropy of multiple distributions
(e.g. destination IP addresses plus destination ports) in order to improve detec-
tion sensitivity. Specifically, an attack is declared if the entropy of any distribu-
tion under monitoring is out of its normal range. We now show that this does
not increase the difficulty of camouflage compared to the single-metric case. We
continue to use the 5 minute interval from 15:30 as our example.

Suppose that there is a DDoS attack with intensity VA = 0.25V0 targeting
index t = 12 of the (reordered) destination IP distribution and t = 3 of the
(reordered) destination port distribution. Individually, the camouflage costs are
0.073V0 and 0.052V0 at sensitivity θH = 0.05. To evade detection based on the
distribution pair, the camouflage cost is simply 0.073V0 = max{0.073V0, 0.052V0}
because each packet can be used to camouflage either metric independently. The
camouflage strategy for the address distribution is the same as that for the indi-
vidual detection, whereas for the port distribution the attacker could use 0.052V0

camouflage packets to change the entropy to the desired value as before, and then
use the remaining 0.021V0 packets to improve the port-camouflage further. In
a similar way, the camouflage technique can be applied to other scenarios with
more complex detection mechanisms such as in [5].

4.2 Synthetic Distributions

We now provide a more systematic investigation of the attacker-detector battle
using a simplified model distribution, specifically a truncated Zipf with s = 1.5,
N = 104 and H0 = 4.47.

Imperfect detector: Clearly, with less sensitive detectors the camouflage pos-
sibilities grow, as seen in Fig 4(a), which gives an example of how, for a fixed
target t = 12 and for each of several different sensitivity levels, the camouflage
cost VC varies as a function of the attack intensity. Not surprisingly, the range of
intensities where the cost is zero increases monotonically with θH. When θH = 0
this is only possible at a single value of intensity (VA = 0.09V0), but the range
expands to (0, 0.17], (0, 0.25] as θH rises through 0.02, 0.05 respectively. For a
fixed attack intensity, whenever camouflage is needed, the volume of camouflage
required is monotonically decreasing in θH.

Intuitively, we expect that concentrated attacks lower entropy since they con-
centrate probabilities, but this is not always true. The attack may cause an en-
tropy rise when it is moderate. The active camouflage cost for VA ∈ (0, 0.09V0)
and θH = 0 in Fig 4(a) is an example. In addition, camouflage volume is mono-
tonic in attack intensity when the resulting entropy reduces. But this monotonic-
ity does not hold when the entropy increases.
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Fig. 4. Camouflage costs when attacking t = 12 for different detector sensitivities.
(a): absolute cost. (b): relative cost.
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Fig. 5. Camouflage costs while targeting different indices with VA = 0.1V0

Relative costs: Sometimes the attacker may be more interested in the
marginal cost of camouflage rather than the absolute. Fig 4(b) gives the rel-
ative cost corresponding to Fig 4(a). We see that for highly intensive attacks
like VA = V0 the relative and absolute costs tell a similar story. However, when
the attack size is small, trying to protect oneself against a perfect detector be-
comes very expensive relative to the attack volume.

Various targets: Finally, we study the camouflage cost as a function of the
target t at a constant attack intensity. Fig 5 shows the costs for VA = 0.1V0

targeting different indices. Entropy decreases as the result of an attack for small
t’s, and then the behaviour of VC is simple and monotonic in both t and θH. Once
t is large enough, the entropy rises rather than drops, and then the camouflage
strategy is no longer to raise probabilities in the tail, but to increase the largest:
p1. However, a given absolute change in p1 influences entropy less than the same
change at smaller probabilities, resulting in a larger value of VC being required to
rebalance the entropy. Consequently, the camouflage cost goes up significantly,
in particular for a sensitive detector.

In our examples we assumed the attacker was capable of mounting an attack
with relatively large VA, which could constitute a very large amount of traffic
on high capacity links. Even then we saw that an H based detector often failed
to detect these attacks. If VA is much smaller, which is more realistic in many
contexts, the attack will be much harder to detect. In any event, we provide the
framework and technical results needed to explore these and other related issues.
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5 Conclusions and Future Work

We have examined the behaviour of Shannon entropy as a summary statistic, and
pointed out that it suffers from a number of significant weaknesses in the context
of network attack detection. We formulated and solved optimisation problems
yielding the first rigorous results on ‘optimal camouflage’. These are of relevance
both to detectors and attackers to understand how entropy signatures can be
either passively or actively reduced, and to evaluate the cost required to make
them invisible to detectors.

Attack and detection strategies are subject to an arms race. We have provided
the underlying tools essential to analyse both sides of the battle in simple sce-
narios, and have shown how more complex cases can be built up using them. We
hope our generic approach will be useful as a foundation for the development of
new detectors against ever more sophisticated attackers.

There are many directions for future work. These include allowing both decre-
ment and increment based camouflage and discussing distributed attacks. Other
questions of interest include investigating optimal camouflage strategies when
the attacker has only limited information about the benchmark distribution un-
derlying the detection, and how to overcome the limitations of entropy.
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Abstract. Faced to continuous arising new threats, the detection of
anomalies in current operational networks has become essential. Network
operators have to deal with huge data volumes for analysis purpose. To
counter this main issue, dealing with IP flow (also known as Netflow)
records is common in network management. However, still in modern
networks, Netflow records represent high volume of data. In this paper,
we present an approach for evaluating Netflow records by referring to a
method of temporal aggregation applied to Machine Learning techniques.
We present an approach that leverages support vector machines in order
to analyze large volumes of Netflow records. Our approach is using a
special kernel function, that takes into account both the contextual and
the quantitative information of Netflow records. We assess the viability
of our method by practical experimentation on data volumes provided
by a major internet service provider in Luxembourg.

Keywords: Netflow Monitoring, Kernel Functions, Machine Learning
Techniques, Intrusion Detection.

1 Introduction

In today’s business areas, it is nearly impossible to imagine network architectures
without monitoring tools, and this for several reasons. Network monitoring has
become one of the most important tools in the detection of malicious or unusual
events of different genres, and gathering network traffic information is the main
requirement for taking appropriate countermeasures. A realistic assumption is
to say that nearly all commercially available routers can export monitored data,
called Netflow records. These IP flow records, chronologically ordered ranges of
packet sequences, are the most important source for the analysis of unidentifiable
events, even if a lot of storage capacity and processing time is needed for an
accurate analysis.

In this paper, we present a new method for processing Netflow records by re-
ferring to Machine Learning techniques. In a first step, we have developed a new
kernel function that operates over Netflow records by analyzing its contextual
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c© IFIP International Federation for Information Processing 2011

http://www.securityandtrust.lu


Machine Learning Approach for IP-Flow Record Anomaly Detection 29

and quantitative information. For the detection of IP flow record anomalies,
kernel functions have proven their usefulness, but to achieve good classifica-
tion results, we apply in a second step, our kernel function to Support Vector
Machines.

The structure of the paper is as follows: In section 2, we present the archi-
tecture of the model. We briefly present fundamental background information
and present the anomaly detection part of the tool where we describe its main
components. The more we describe the kernel function that has been used for
the evaluation of Netflow records. In section 3 we describe the data set and the
different attacks, used for the experiments and in section 4 we present our eval-
uation methods and discusses experimental results. Section 5 discusses related
work and conclusions are given in section 6.

2 The Architecture of the Anomaly Detector

In the following section, we present the architecture of our model. The Netflow
records, which are exported by the routers from the network to the Netflow
collector module are used as input for our Anomaly Detector tool, represented in
Figure 1. A Netflow record is a series of packets sent between two entities (hosts)
in a chronological order. A Netflow record is composed of a source and destination
IP-address, source and destination port numbers, traffic volume, packets and
protocol for a session between the previous two endpoints. An argument for using
Netflow records is, that they include all relevant network traffic information in
a compressed version. It is composed of different modules, which are responsible
for the pre-processing, evaluation and interpretation of the results, which means
to answer the question, is there an attack or not.

Fig. 1. Anomaly detector architecture

Detecting anomalies is related to classifying data in two different classes:
benign and anomalies. Regarding the current context, the range of anomalies
is very huge including Spam, Denial of Service (DoS), Scanning, Botnets, etc.
Therefore, the anomaly class should regroup many different kinds of data points
and so usual classifiers are not well fitted. For this purpose, multi-class classifier
are potential solutions, but their main drawback is the necessity to have labeled
samples for each class of anomaly you expect to detect. It also means that a
system based on such classifier is unable to detect new anomalies which is usually
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the kind in the current networks and Internet. Therefore, we have decided to use
a very specific kind of algorithm which is called one-class classification. The aim
is to build a classifier that is able to detect new anomalies, i.e. data points which
do not follow a general traffic profile which is used for training the classifier.

More precisely, we consider Support Vector Machine (SVM) which provide
good accuracy with a low complexity in many domains [22]. Besides, there is
a specific one-class method which was initially proposed in [15]. This specific
method has also proven its accuracy for intrusion detection in different contexts
such as the system calls on a UNIX system. We propose to use OCSVM (One-
class SVM) [23] for analyzing Netflow records based on a new kernel function.

2.1 OCSVM

In OCSVM, the main requirement is to have a dataset of samples assumed to
represent the single class of data points. This set is denoted X . The general way
to define the problem is the following one: assuming that the points from an
original space S follow an underlying probability P , the goal is to define a subset
space of this original space S such that the probability that a point from P lies
outside S is maximized by a given value between 0 and 1 [15]. This means that
during the learning phase, the goal is to determine a function which is positive
when applied to a point from S and negative otherwise. Therefore, during the
testing phase, the sign of this function indicates if the point is classified to the
single class or not.

Assume, a labeled sample X = {x1, . . . , xn}, the objective is to capture a
small region enclosing these points by projecting them into a higher dimensional
space, such that a better separation between a defined proportion of X and the
origin, is obtained. The goal is to find a hyperplane with maximum margin, i.e.,
by maximizing its distance from the origin. The projection is performed thanks
to the function φ(x) and the proportion of points to separate is defined by 1− ν
with ν ∈ [0, 1]. This problem is usually defined as follows:

minw,ρ,ξi...n
1
2
||w||2 +

1
νn

n∑
i=1

(ξi − ρ) (1)

subject to:
< w.φ(xi)) >≥ ρ − ξi, ξi ≥ 0 (2)

The optimization problem has to be solved to identify two variables: w and ρ. ξi

variables represent slack variables for allowing some points of S to not be located
on the right side of the hyperplane. This avoids to bias the problem with very
particular and maybe erroneous points. Since defining a projection function is
not obvious, support vector methods traditionally rely on kernel functions. From
a general point of view, they can be considered as similarity measure which have
to be finitely positive semi-definite functions. The kernel function K(xi, xj) is
equal to < φ(xi), φ(xj) >. Based on this function and by transforming the
problem into its dual form, we obtain:



Machine Learning Approach for IP-Flow Record Anomaly Detection 31

minαi...n
1
2

n∑
i,j=1

αiαjK(xi, xj) (3)

subject to:

0 ≤ αi ≤
1
νn

,

n∑
i=1

αi = 1 (4)

Once this optimization problem is resolved, the decision function is defined by:

f(x) = sgn(
n∑

i=1

αiK(xi, x) − ρ) (5)

Therefore, this function is applied to each data point to test and if the sign is
positive, it means that the point belongs to the class otherwise it is an anomaly.
Obviously, many details were omitted due to space limits: the interested readers
should refer to [15,22]. In fact, the main parameter ν represents the maximal
proportion of points of X lying on the wrong size of the hyperplane.

2.2 Unsupervised Classification

OCSVM is usually used in a supervised manner as described in the previous
section. However, the training can identify outliers thanks to the slack variables
ξi. Therefore, only by applying this step to an entire dataset, detecting outliers
and anomalies is possible. In this case, the parameter ν defines the maximum
number of potential anomalies. Thus, it can be regarded as a threshold in a
standard method for detecting a deviation from a profile. The main difference
is that OCSVM benefit from a better detection, based on a better separation of
data points in the high dimensional space.

Thus, we investigate both supervised and unsupervised method in this paper.
The main advantage of the supervised one is that it should be more accurate
due to the learning stage. Its main drawback is the need of sample data which
are free of anomalies while the normal traffic is well represented regarding the
different context that may happen. This completeness may be hard to obtain
and the unsupervised technique can counter this requirement.

2.3 The Kernel Function for Netflow Processing

Kernel functions have proved their potential in the classification of high dimen-
sional data. A kernel function calculus is homologous to a similarity measure for
small data portions, where a mapping of an input space onto a higher dimensional
space is performed as already explained in the previous sections. This makes it
possible to separate dissimilar data and to calculate the distances, which are de-
rived from a dot product, in this new space. We refer to Vapnik [18], who defines
a kernel function K as a mapping of K : X × X ∈ [0,∞[ from an original input
space X to a similarity score K(x, y) =

∑
i φi(x)φi(y) = φ(x) ·φ(y), where φi(x)

describes a feature function over a data snippet x. A general property of a kernel
function is symmetry, such that [K(x, y) = K(y, x)] and positive-definitness.
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Fig. 2. Principle of kernel function and example of Netflow windows

For analyzing monitored windows of Netflow records, we have introduced a
new kernel function K(W1, W2), which enables to determine the similarity be-
tween two windows of IP flow records W1 and W2 of n seconds, in order to detect
anomalies. An illustrating example of input Netflow windows are shown in Fig-
ure 2. As input space we use the Netflow records log files and define two metrics
for our kernel function, provided by these flow log files. The first parameter in
our kernel function are the IP-addresses from the source (src) and destination
(dst) in CIDR1 format, such that IP = (prefix, suffixlength). While com-
paring IP-addresses, we consider the prefix as the longest common sequence
of two IP-addresses and the remaining bits as the suffixlength. As second pa-
rameter we have the quantitative factor of the captured Netflow records, which
uses the traffic volume, called vol in Bytes. By this, we can model a Netflow
record window for our kernel function as a set of IP flows W = {f1, . . . , fn} and
a IP flow f defined as a fi =(prefix(src)i, suffixlength(src)i, prefix(dst)i,
suffixlength(dst)i,voli).

Our kernel function for Netflow windows K(W1, W2) returns as output a sim-
ilarity score given by the sum over four functions over all flows in a window,
considering source and destination information as well as traffic volume and is
composed of, a similarity function s(ai, bj) ∈ [0,∞[ for the source and destination
information and a matching function v(ai, bj) ∈ [0, 1] for the traffic information.
A higher similarity score means the more similar two windows are. Our kernel
function K for two windows W1 and W2 is defined as

K(W1, W2) =
∑

i∈NW1 ,j∈NW2

ssrc(ai, bj) × vsrc(ai, bj) × sdst(ai, bj) × vdst(ai, bj)

(6)

1 CIDR — Classless InterDomain Routing: A standard system for the IP-address
allocation and IP packet routing, where IP addresses are described by a network
address part and a host identifier part within that network.
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Fig. 3. Visualizing an attack by using the kernel function

where the windows of flows denoted by W1 and W2 are represented by NW1

and NW2 . We define the similarity measure parts for source and destination,
ssrc(ai, bj), sdst(ai, bj) between flows ai and bj by

ssrc,dst(ai, bj) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

2suffixlengthj

2suffixlengthi
if prefixi prefix of prefixj

2suffixlengthi

2suffixlengthj
if prefixj prefix of prefixi

0 otherwise

(7)

and the matching function for source and destination vsrc,dst(ai, bj) by

vsrc,dst(ai, bj) = exp
(
− | voli − volj |2

σ2

)
(8)

σ is the width scaling factor for the Gaussian kernel [3] and can be estimated on
different ways, as for example by a grid search, where a range of values are used
to find the optimal values for the kernel. To identify anomalous events, we use
the different successive windows K(Wi, Wi+1) which we compare to each other.

To illustrate the effectiveness of our kernel function without referring to clas-
sification, we show on a real example in Figure 3 that the used kernel function
detects in this case a UDP flooding attack.

3 Dataset

Anomaly detection is a quite challenging topic and evaluating new innovative
solutions is a hard task due to the lack of labeled datasets. There were some works
aiming at providing such datasets. A very well-known dataset is the Lincoln data
set2 but it is quite out-dated now. A recent dataset is provided in [17] based on
2 http://www.ll.mit.edu/mission/communications/ist/index.html

http://www.ll.mit.edu/mission/communications/ist/index.html
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Fig. 4. Dataset generation

Table 1. Data set statistics

Flow # 1,371,194

IP addresses # 128,781 (source), 125,723 (destination)

Duration 13min 31sec

Bytes # 7.5GB

Avg. bytes/flow 5492

Packets # 11.5M

Avg. packets/flow 8.36

UDP Flows # 983,511

TCP Flows # 375,132

ICMP Flows # 11,347

Other protocols Flows # 1204

Netflow records. However, this dataset is only limited in attacks since they use
a honeypot. Furthermore, this kind of architecture collects attack traces from
end-user point of view and not from the network point of view. The dataset
is generated by injecting synthetic attack traces into real traces using the tool
Flame [2]. This tool is based on Netflows and is well suited in our case. It takes
as input (flow reader) Netflow record files containing traces without malicious
activities and creates attacks by generating (flow generator) or deleting (flow
deleter) flow records based on attack models. The main idea is that attacks will
generate traffic but also affect normal traffic like DDoS. That is why there is
a need to merge these activities using the flow merger. Figure 4 highlights this
process. A key part of Flame are the attack models which have to be created for
the simulation of attacks.

We use as starting point a real dataset provided by a network operator from
Luxembourg and assume that it is free of malicious Netflow records. This assump-
tion is made based on a secondary semi-automated screening of the traffic, where
an ISP specific solution was used. The general characteristics of this data set are
provided in Table 1. Even if the duration of the data set is small, it is sufficient for
evaluating our scheme, since wehave limited all attacks to last only 30 seconds.The
Flame website also provides some attack models which were derived from real ob-
servations. At first we used this described attack model and later on, we extended
it to create more stealthy attacks. Our data set contains the following attacks:
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– Nachi scan: the Nachi/Welchia worm was released in 2003. First, it tests
the reachability of hosts using ICMP scan which is considered in the attack
model. One host of our original dataset sends single ICMP packets of 92 bytes
to destination IP addresses following several properties: a shift between 40
to 45 between two consecutive scans, a positive or negative shift of 400 every
200 scans and a shift between 45 to 110 every 800 flows. The inter-arrival
time of flows is generally around 2 milliseconds but there is a break of around
61 milliseconds after 5 scans.

– Netbios scan: it is a traditional scan for finding vulnerabilities. The cor-
responding UDP flows contain a single packet to port 137 where the inter-
arrival time is generally between 60 and 70 milliseconds. The destination
hosts are scanned sequentially while keeping one IP address sometimes. Be-
sides, between 100 and 200 scans there is a shift in the destination IP address
between 60 and 70.

– DDoS UDP flood: one host of our dataset receives UDP packets on various
ports and also sends from multiple IP addresses with various ports. The
attack operates by a burst of 40 flows. Then, there is a break between 60
and 120 milliseconds.

– DDoS TCP flood: this denial of service attack is against web servers run-
ning on TCP port 80 with 3 packets and 128 bytes. There are bursts of 10
packets before a break between 60 and 120 milliseconds.

– stealthy DDoS UDP flood: different to a normal UDP flood, we apply
here more randomness on flows characteristics (number of packets, size, du-
ration). The inter-arrival time can reach 1 second which represents a very
stealthy characteristic for a flooding attack. This attack is more generic in
order to improve the completeness of our tests.

– DDoS UDP flood + traffic deletion: this is equivalent to the DDoS UDP
flood, but each additional flow originated by the victim has a probability of
0.2 to be deleted due to the victim overload.

– Popup spam: this kind of spam is similar of sending undesired Windows
Messenger popups by using UDP port 1026 and 1027. Only one packet of 925
bytes is needed. The victims IP addresses do not highlight a regular pattern
because two consecutive IP addresses have a gap of 200 addresses. The inter-
arrivaltime is generally lower than 1 millisecond except every 200 flows where
it is around 64 milliseconds and every 550 where it is 250 milliseconds.

– SSH scan + TCP flood: the goal of TCP scan is to probe an SSH server
by trying to log in. This is by far the most popular attack occuring in the
wild.Each flow contains between 1 and 4 packets. The inter-arrival time
oscillates between 1 to 50 milliseconds. The destination IP addresses are
scanned in a sequential way until 400 scans are executed approximately.
After, there is a shift between 200 to 400 IP addresses. In order to test our
approach in a real scenario, 5% of the attacks are considered successful and
the corresponding victims trigger a TCP flood attack.
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4 Evaluation

In the following section we describe the experimental part of this work. We have
generated the data sets following the data set generation procedure, as shown
in Figure 4. Generated Netflow windows have a duration of 5 seconds each.
Then, we have applied our kernel function for the contextual and quantitative
evaluation of Netflow record windows. On the similarity values obtained by the
kernel function, the OCSVM has been applied in order to see, if our method
can detect the different attacks or not. For each data set, we have used for the
training phase about 20% of our Netflow record windows and for the testing
phase the remaining 80%. The outcomes for our different simulations can be
seen in Table 2.

Table 2. Classification results by using OCSVM

Type of Attack Results

Accuracy False Positive rate True Negative rate

Nachi scan 0.896 0.004 0.996

Netbios scan 0.938 0.000 1.000

Popup Spam 0.915 0.023 0.97

SSh scan + TCP flood 0.917 0.011 0.989

DDoS UDP flood 0.915 0.022 0.978

DDoS TCP flood 0.907 0.033 0.967

stealthy DDoS UDP flood 0.938 0.000 1.000

DDoS UDP flood + traffic deletion 0.934 0.000 1.000

The results by using the OCSVM are very promising, we can see that we
have only a very low false positive rate and that we have an average accuracy
over all attack classes of around 92% for the classification results. To compare
our work with others, refer to the work of Yuan et al. [24] which used SVM for
classification of network traffic of different types having attacks like worms, scans,
etc. Yuan et al. achieved a similar classification accuracy (92,8%) as we did,
which validates our approach, but there are no indications about the complexity
of their algorithms.

5 Related Work

Network monitoring techniques as, for example the work by Bahl et al. [1], are
based on Netflow records or related data. One of the main interests of Netflow
records is not only their compactness, but they can be used without respecting
a complete TCP state machine and are available in most commercial available
routers. For example, Karpilovsky et al. [8] analyzed the IPv6 deployment by
referring to a Netflow analysis. A major drawback of using Netflow records is
storage capacity. Large amounts of Netflow records (30 000 flows/second) are
normal for ISP networks or networks with high link loads. In [16], the authors
have described the effect of Netflow capture on the accuracy analysis. To reduce
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the aspect of storage or to perform near real time analysis, it is often referred
to Netflow sampling as described for example by C. Estan [5] or Paredes-Oliva
[13], but the challenge remains to identify good sampling rates. In the domain of
information security and intrusion detection, a lot of relevant work has already
been performed for evaluating and processing Netflow related data [10] [7], as
for example statistics on packet information.

A new observed trend is to refer to Machine Learning Techniques for evaluating
Netflows or IP flow related data, like Flow Mining [11], where main issue relies on
the selection of good parameters for achieving high quality. Another aspect of us-
ing Machine Learning are the kernel methods, strong mathematical tools, which
have found their utility in the evaluation of large and complex data sets. Kernel
methods have already been introduced as a mathematical tool in early 1900’s by
Hilbert and were first introduced as part of Machine Learning Techniques in the
late 1990’s by Vapnik [18] and further developed in the early 2000’s by Schölkopf
et al. [14]. In recent past, kernel functions found their applicability in most dif-
ferent various domains, i.e. Genetics [12], Bioinformatics [19], Natural Language
Processing [4], and can be applied to most different input formats, as structured
format, i.e. graphs, trees, or unstructured format, i.e. texts.

A work that is similar to our work is the evaluation of temporal and spatial
IP-flow records by kernel methods presented by Wagner et al. in [20] and [21].
The main difference is that the authors in [20] [21] refer to spatial and temporal
aggregated IP-flows, using the Aguri [6] tool and apply a kernel function to
detect anomalies. By referring to the aggregation tool, it is only possible to get
a view from the source or destination side, but no global view of both sides.
Using Netflow record windows without aggregation, we can keep a global view
of the whole traffic information. Then, we go further and apply Support Vector
Machines in order to detect and classify benign traffic from attacks. Supervised
learning has become a common tool for evaluating large data sets on common
patterns, as for example by using Support Vector Machines (SVM) [14] [18].
SVMs have proven their utility in most different domains as in natural language
processing [4] or bioinformatics [19]. Since a few years, SVMs are also used in
computer security, where they are used for intrusion detection [9] [25].

6 Conclusion

In this paper, we have presented a new approach for the evaluation of Netflow
records on most various attacks on a real data set obtained from a large ISP in
Luxembourg. For validating our approach, we have generated different types of
attacks by referring to the trace modification tool called Flame. Our contribution
first consists in the evaluation of Netflow records in their quantitative and contex-
tual context, where we have developed a new kernel function for calculating the
similarities between Netflow windows. Second, we have applied a new SVM algo-
rithm to our developed kernel function in order to detect different attacks in data
sets. We have implemented our tool in a distributed way by using Hadoop3. The
classification results are very promising, such that most attacks can be identified.
3 http://hadoop.apache.org/

http://hadoop.apache.org/
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Abstract. Current network monitoring systems rely strongly on signa-
ture-based and supervised-learning-based detection methods to hunt out
network attacks and anomalies. Despite being opposite in nature, both
approaches share a common downside: they require the knowledge pro-
vided by an expert system, either in terms of anomaly signatures, or
as normal-operation profiles. In a diametrically opposite perspective we
introduce UNADA, an Unsupervised Network Anomaly Detection Algo-
rithm for knowledge-independent detection of anomalous traffic. UNADA
uses a novel clustering technique based on Sub-Space-Density cluster-
ing to identify clusters and outliers in multiple low-dimensional spaces.
The evidence of traffic structure provided by these multiple clusterings
is then combined to produce an abnormality ranking of traffic flows,
using a correlation-distance-based approach. We evaluate the ability of
UNADA to discover network attacks in real traffic without relying on
signatures, learning, or labeled traffic. Additionally, we compare its per-
formance against previous unsupervised detection methods using traffic
from two different networks.

Keywords: Unsupervised Anomaly Detection, Sub-Space Clustering,
Evidence Accumulation, Outliers Detection, Abnormality Ranking.

1 Introduction

Network anomaly detection has become a vital building-block for any ISP in
today’s Internet. Ranging from non-malicious unexpected events such as flash-
crowds and failures, to network attacks such as Denials-of-Service (DoS/DDoS),
network scans, and spreading worms, network traffic anomalies can have serious
detrimental effects on the performance and integrity of the network. The princi-
pal challenge in automatically detecting and analyzing traffic anomalies is that
these are a moving target: new attacks as well a new variants of already known
attacks are continuously emerging.

Two different approaches are by far dominant in current research literature
and commercial detection systems: signature-based detection and supervised-
learning-based detection. Signature-based detection is the de-facto approach
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Fig. 1. High-level description of UNADA

used in standard security devices such as IDSs, IPSs, and firewalls. When an
attack is discovered, generally after its occurrence during a diagnosis phase, the
associated anomalous traffic pattern is coded as a signature by human experts,
which is then used to detect a new occurrence of the same attack. Signature-
based detection methods are highly effective to detect those attacks which they
are programmed to alert on. However, they cannot defend the network against
new attacks, because they cannot recognize what they do not know. In addition,
building new signatures is a resources-consuming task, as it involves manual
traffic inspection by human experts.

On the other hand, supervised-learning-based detection uses labeled data to
build normal-operation-traffic profiles, detecting anomalies as activities that de-
viate from this baseline. Such methods can detect new kinds of network attacks
not seen before. Nevertheless, they require training for profiling, which is time-
consuming and depends on the availability of anomaly-free traffic data-sets. La-
beling traffic is not only time consuming and expensive, but also prone to errors
in the practice. In addition, it is not easy to keep an accurate and up-to-date
normal-operation profile.

Our thesis is that these two knowledge-based approaches are not sufficient
to tackle the anomaly detection problem, and that a holistic solution should
also include knowledge-independent analysis techniques. To this aim we propose
UNADA, an Unsupervised Network Anomaly Detection Algorithm that detects
network traffic anomalies without relying on signatures, training, or labeled traf-
fic of any kind. Based on the observation that network traffic anomalies are, by
definition, sparse events that deviate markedly from the majority of the traffic,
UNADA relies on robust clustering algorithms to detect outlying traffic flows.

UNADA runs in three consecutive steps, analyzing packets captured in con-
tiguous time slots of fixed length. Figure 1 depicts a modular, high-level descrip-
tion of UNADA. The first step consists in detecting an anomalous time slot in
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which the clustering analysis will be performed. For doing so, captured packets
are first aggregated into multi-resolution traffic flows. Different time-series are
then built on top of these flows, and any generic change-detection algorithm
based on time-series analysis is finally used to flag an anomalous change. The
second step takes as input all the flows in the time slot flagged as anomalous.
At this step, outlying flows are identified using a robust multi-clustering algo-
rithm, based on a combination of Sub-Space Clustering (SSC) [8], Density-based
Clustering [13], and Evidence Accumulation Clustering (EAC) [12] techniques.
The evidence of traffic structure provided by this clustering algorithm is used to
rank the degree of abnormality of all the identified outlying flows, building an
outliers ranking. In the third and final step, the top-ranked outlying flows are
flagged as anomalies, using a simple thresholding detection approach. As we will
show through out the paper, the main contribution provided by UNADA relies
on its ability to work in a completely unsupervised fashion.

The remainder of the paper is organized as follows. Section 2 presents a short
state of the art in the unsupervised anomaly detection field, additionally de-
scribing our main contributions. Section 3 describes the multi-resolution traffic
aggregation and change-detection procedures used in the first step of UNADA.
In section 4 we introduce the core of the proposal, presenting an in depth de-
scription of the different clustering techniques used by UNADA to construct the
outliers ranking. Section 5 evaluates the ability of UNADA to discover single-
source, single-destination, and distributed network anomalies in real network
traffic from two different datasets: the public MAWI traffic repository of the
WIDE project [16], and the METROSEC project dataset [17]. In this section
we also compare the performance of UNADA against previous proposals for
unsupervised anomaly detection. Finally, section 6 concludes this paper.

2 Related Work and Contributions

The problem of network anomaly detection has been extensively studied during
the last decade. Most approaches analyze statistical variations of traffic volume
descriptors (e.g., no. of packets, bytes, or new flows) and/or particular traffic
features (e.g., distribution of IP addresses and ports), using either single-link
measurements or network-wide data. A non-exhaustive list of standard meth-
ods includes the use of signal processing techniques (e.g., ARIMA modeling,
wavelets-based filtering) on single-link traffic measurements [1], Kalman filters [4]
for network-wide anomaly detection, and Sketches applied to IP-flows [5, 6].

Our approach falls within the unsupervised anomaly detection domain. The
vast majority of the unsupervised detection schemes proposed in the literature
are based on clustering and outliers detection, being [9, 10, 11] some relevant
examples. In [9], authors use a single-linkage hierarchical clustering method to
cluster data from the KDD’99 data-set, based on the standard Euclidean dis-
tance for inter-patterns similarity. Reference [10] reports improved results in the
same data-set, using three different clustering algorithms: Fixed-Width cluster-
ing, an optimized version of k-NN, and one class SVM. Reference [11] presents
a combined density-grid-based clustering algorithm to improve computational
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complexity, obtaining similar detection results. PCA and the sub-space approach
is another well-known unsupervised anomaly detection technique, used in [2, 3]
to detect network-wide traffic anomalies in highly aggregated traffic flows.

UNADA presents several advantages with respect to current state of the art.
First and most important, it works in a completely unsupervised fashion, which
means that it can be directly plugged-in to any monitoring system and start
to work from scratch, without any kind of calibration and/or training step.
Secondly, it uses a robust density-based clustering technique to avoid general
clustering problems such as sensitivity to initialization, specification of number of
clusters, detection of particular cluster shapes, or structure-masking by irrelevant
features. Thirdly, it performs clustering in very-low-dimensional spaces, avoiding
sparsity problems when working with high-dimensional data [7]. Finally, we show
that UNADA clearly outperforms previously proposed methods for unsupervised
anomaly detection in real network traffic.

3 Multi-resolution Flow Aggregation and
Change-Detection

UNADA performs unsupervised anomaly detection on single-link packet-level
traffic, captured in consecutive time slots of fixed length ΔT and aggregated
in IP flows (standard 5-tuples). IP flows are additionally aggregated at differ-
ent flow-resolution levels, using 9 different aggregation keys li. These include
(from coarser to finer-grained resolution): traffic per Time Slot (l1:tpTS), source
Network Prefixes (l2,3,4: IPsrc/8, /16, /24), destination Network Prefixes (l5,6,7:
IPdst/8, /16, /24), source IPs (l8: IPsrc), and destination IPs (l9: IPdst). The 7
coarsest-grained resolutions are used for change-detection, while the remaining
2 are exclusively used in the clustering step.

To detect an anomalous time slot, time-series Zli
t are constructed for simple

traffic metrics such as number of bytes, packets, and IP flows per time slot, using
aggregation keys i = 1, . . . , 7. Any generic change-detection algorithm F(.) based
on time-series analysis is then applied to Zli

t . At each new time slot, F(.) analyses
the different time-series associated with each aggregation key, going from coarser
(l1) to finer resolution (l7). Time slot t0 is flagged as anomalous if F(Zli

t0) triggers
an alarm for any of the traffic metrics at any of the 7 aggregation levels. Tracking
anomalies at multiple aggregation levels provides additional reliability to the
change-detection algorithm, and permits to detect both single source-destination
and distributed anomalies of very different intensities.

4 Unsupervised Anomaly Detection through Clustering

The unsupervised anomaly detection step takes as input all the IP flows in the
flagged time slot. At this step UNADA ranks the degree of abnormality of each
flow, using clustering and outliers analysis techniques. For doing so, IP flows are
analyzed at two different resolutions, using either IPsrc or IPdst aggregation key.
Traffic anomalies can be roughly grouped in two different classes, depending on
their spatial structure and number of impacted IP flows: 1-to-N anomalies and
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N-to-1 anomalies. 1-to-N anomalies involve many IP flows from the same source
towards different destinations; examples include network scans and spreading
worms/virus. On the other hand, N-to-1 anomalies involve IP flows from dif-
ferent sources towards a single destination; examples include DDoS attacks and
flash-crowds. 1-to-1 anomalies are a particular case of these classes, while N-to-N
anomalies can be treated as multiple N-to-1 or 1-to-N instances. Using IPsrc key
permits to highlight 1-to-N anomalies, while N-to-1 anomalies are more easily
detected with IPdst key. The choice of both keys for clustering analysis ensures
that even highly distributed anomalies, which may possibly involve a large num-
ber of IP flows, can be represented as outliers. Without loss of generality, let
Y = {y1, . . . ,yn} be the set of n aggregated-flows (at IPsrc or IPdst) in the
flagged slot. Each flow yi ∈ Y is described by a set of m traffic attributes or
features, like num. of sources, destination ports, or packet rate. Let xi ∈ Rm be
the vector of traffic features describing flow yi, and X = {x1, . . . ,xn} ∈ R

n×m

the complete matrix of features, referred to as the feature space.
UNADA is based on clustering techniques applied to X. The objective of

clustering is to partition a set of unlabeled samples into homogeneous groups of
similar characteristics or clusters, based on some measure of similarity. Samples
that do not belong to any of these clusters are classified as outliers. Our particu-
lar goal is to identify those outliers that are remarkably different from the rest of
the samples, additionally ranking how much different these are. The most appro-
priate approach to find outliers is, ironically, to properly identify clusters. After
all, an outlier is a sample that does not belong to any cluster. Unfortunately,
even if hundreds of clustering algorithms exist [7], it is very difficult to find a
single one that can handle all types of cluster shapes and sizes. Different cluster-
ing algorithms produce different partitions of data, and even the same clustering
algorithm provides different results when using different initializations and/or
different algorithm parameters. This is in fact one of the major drawbacks in
current cluster analysis techniques: the lack of robustness.

To avoid such a limitation, we have developed a divide & conquer cluster-
ing approach, using the notions of clustering ensemble and multiple clusterings
combination. The idea is novel and appealing: why not taking advantage of the
information provided by multiple partitions of X to improve clustering robust-
ness and identification of outliers? A clustering ensemble P consists of a set of
multiple partitions Pi produced for the same data. Each partition provides an
independent evidence of data structure, which can be combined to construct a
new measure of similarity that better reflects natural groupings and outliers.
There are different ways to produce a clustering ensemble. We use Sub-Space
Clustering (SSC) [8] to produce multiple data partitions, doing Density-based
clustering in N different sub-spaces Xi of the original space (see figure 1).

4.1 Clustering Ensemble and Sub-space Clustering

Each of the N sub-spaces Xi ⊂ X is obtained by selecting k features from
the complete set of m attributes. To deeply explore the complete feature space,
the number of sub-spaces N that are analyzed corresponds to the number of
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k-combinations-obtained-from-m. Each partition Pi is obtained by applying
DBSCAN [13] to sub-space Xi. DBSCAN is a powerful clustering algorithm
that discovers clusters of arbitrary shapes and sizes [7], relying on a density-
based notion of clusters: clusters are high-density regions of the space, separated
by low-density areas. This algorithm perfectly fits our unsupervised traffic analy-
sis, because it is not necessary to specify a-priori difficult to set parameters such
as the number of clusters to identify. Results provided by applying DBSCAN
to sub-space Xi are twofold: a set of p(i) clusters {Ci

1, C
i
2, .., C

i
p(i)} and a set

of q(i) outliers {oi
1, o

i
2, .., o

i
q(i)}. To set the number of dimensions k of each sub-

space, we take a very useful property of monotonicity in clustering sets, known
as the downward closure property: if a collection of elements is a cluster in a
k-dimensional space, then it is also part of a cluster in any (k − 1) projections
of this space. This directly implies that, if there exists any interesting evidence
of density in X, it will certainly be present in its lowest-dimensional sub-spaces.
Using small values for k provides several advantages: firstly, doing clustering
in low-dimensional spaces is more efficient and faster than clustering in big-
ger dimensions. Secondly, density-based clustering algorithms such as DBSCAN
provide better results in low-dimensional spaces [7], because high-dimensional
spaces are usually sparse, making it difficult to distinguish between high and
low density regions. Finally, clustering multiple low-dimensional sub-spaces pro-
vides a finer-grained analysis, which improves the ability of UNADA to detect
anomalies of very different characteristics. We shall therefore use k = 2 for SSC,
which gives N = m(m − 1)/2 partitions.

4.2 Ranking Outliers Using Evidence Accumulation

Having produced the N partitions, the question now is how to use the informa-
tion provided by the multiple clusters and outliers identified by density-based
clustering to detect traffic anomalies. A possible answer is provided in [12], where
authors introduced the idea of Evidence Accumulation Clustering (EAC). EAC
uses the clustering results of multiple partitions Pi to produce a new inter-
samples similarity measure that better reflects their natural groupings.

UNADA implements a particular algorithm for Evidence Accumulation, called
Evidence Accumulation for Ranking Outliers (EA4RO): instead of producing a
similarity measure between the n different aggregated flows described in X,
EA4RO constructs a dissimilarity vector D ∈ Rn in which it accumulates the
distance between the different outliers oi

j found in each sub-space i = 1, .., N

and the centroid of the corresponding sub-space-biggest-cluster Ci
max. The idea

is to clearly highlight those flows that are far from the normal-operation traffic
at each of the different sub-spaces, statistically represented by Ci

max.
Algorithm 1 presents a pseudo-code for EA4RO. The different parameters

used by EA4RO are automatically set by the algorithm itself. The first two
parameters are used by the density-based clustering algorithm: nmin specifies the
minimum number of flows that can be classified as a cluster, while δi indicates
the maximum neighborhood distance of a sample to identify dense regions. nmin

is set at the initialization of the algorithm, simply as a fraction α of the total
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Algorithm 1. Evidence Accumulation for Ranking Outliers (EA4RO)
1: Initialization:
2: Set dissimilarity vector D to a null n × 1 vector
3: Set smallest cluster-size nmin = α . n
4: for i = 1 : N do
5: Set density neighborhood δi for DBSCAN
6: Pi = DBSCAN (Xi, δi, nmin)

7: Update D(j), ∀ outlier oi
j ∈ Pi:

8: wi ← n
(n − nmaxi) + ε

9: D(j) ← D(j) + dM(oi
j , C

i
max) wi

10: end for
11: Rank flows: Drank = sort(D)
12: Set anomaly detection threshold: Th = find-slope-break(Drank)

number of flows n to analyze (we take α = 5% of n). δi is set as a fraction of the
average distance between flows in sub-space Xi (we take a fraction 1/10), which
is estimated from 10% of the flows, randomly selected. This permits to fast-up
computations. The weighting factor wi is used as an outlier-boosting parameter,
as it gives more relevance to those outliers that are “less probable”: wi takes
bigger values when the size nmaxi

of cluster Ci
max is closer to the total number

of flows n. Finally, instead of using a simple Euclidean distance as a measure
of dissimilarity, we compute the Mahalanobis distance dM between outliers and
the centroid of the biggest cluster. The Mahalanobis distance takes into account
the correlation between samples, dividing the standard Euclidean distance by
the variance of the samples. This permits to boost the degree of abnormality of
an outlier when the variance of the samples is smaller.

In the last part of EA4RO, flows are ranked according to the dissimilarity
obtained in D, and the anomaly detection threshold Th is set. The computation
of Th is simply achieved by finding the value for which the slope of the sorted
dissimilarity values in Drank presents a major change. In the evaluation section
we explain how to perform this computation with an example of real traffic
analysis. Anomaly detection is finally done as a binary thresholding operation
on D: if D(i) > Th, UNADA flags an anomaly in flow yi.

5 Experimental Evaluation of UNADA

We evaluate the ability of UNADA to detect different attacks in real traffic traces
from the public MAWI repository of the WIDE project [16]. The WIDE opera-
tional network provides interconnection between different research institutions in
Japan, as well as connection to different commercial ISPs and universities in the
U.S.. The traffic repository consists of 15 minutes-long raw packet traces daily
collected for the last ten years. The traces we shall work with consist of traffic
from one of the trans-pacific links between Japan and the U.S.. MAWI traces
are not labeled, but some previous work on anomaly detection has been done on
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them [6, 15]. In particular, [15] detects network attacks using a signature-based
approach, while [6] detects both attacks and anomalous flows using non-Gaussian
modeling. We shall therefore refer to the combination of results obtained in both
works as our ground truth for MAWI traffic.

We shall also test the true positive and false positive rates obtained with
UNADA in the detection of flooding attacks in traffic traces from the MET-
ROSEC project [17]. These traces consist of real traffic collected on the French
RENATER network, containing simulated attacks performed with well-known
DDoS attack tools. Traces were collected between 2004 and 2006, and contain
DDoS attacks that range from very low intensity (i.e., less than 4% of the over-
all traffic volume) to massive attacks (i.e., more than 80% of the overall traffic
volume). In addition, we compare the performance of UNADA against some
previous methods for unsupervised anomaly detection presented in section 2.

5.1 Features Selection for Detection of Attacks

The selection of the m features used in X to describe the aggregated flows in Y is a
key issue to any anomaly detection algorithm, but it becomes critical and challeng-
ing in the case of unsupervised detection, because there is no additional informa-
tion to select the most relevant set. In general terms, using different traffic features
permits to detect different types of anomalies. In this paper we shall limit our study
to detect well-known attacks, using a set of standard traffic features widely used in
the literature. However, the reader should note that UNADA can be extended to
detect other types of anomalies, considering different sets of traffic features. In fact,
more features can be added to any standard list to improve detection results. For
example, we could use the set of traffic features generally used in the traffic classi-
fication domain [14] for our problem of anomaly detection, as this set is generally
broader; if these features are good enough to classify different traffic applications,
they should be useful to perform anomaly detection. The main advantage of UN-
ADA is that we have devised an algorithm to highlight outliers respect to any set
of features, and this is why we claim that our algorithm is highly applicable.

In this paper we shall use the following list of m = 9 traffic features: number of
source/destination IP addresses and ports (nSrcs, nDsts, nSrcPorts, nDstPorts),
ratio of number of sources to number of destinations, packet rate (nPkts/sec),
fraction of ICMP and SYN packets (nICMP/nPkts, nSYN/nPkts), and aver-
age packet size (avgPktsSize). According to previous work on signature-based
anomaly characterization [15], such simple traffic descriptors permit to describe
standard network attacks such as DoS, DDoS, scans, and spreading worms/virus.

Table 1 describes the impacts of different types of attacks on the selected traf-
fic features. All the thresholds used in the description are introduced to better
explain the evidence of an attack in some of these features. DoS/DDoS attacks
are characterized by many small packets sent from one or more source IPs to-
wards a single destination IP. These attacks generally use particular packets
such as TCP SYN or ICMP echo-reply. echo-request, or host-unreachable pack-
ets. Port and network scans involve small packets from one source IP to sev-
eral ports in one or more destination IPs, and are usually performed with SYN
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Table 1. Features used by UNADA in the detection of DoS, DDoS, network/port
scans, and spreading worms. For each type of attack, we describe its impact on the
selected traffic features.

Type of Attack Class Agg-Key Impact on Traffic Features

DoS (ICMP/SYN) 1-to-1 IPdst
nSrcs = nDsts = 1, nPkts/sec > λ1, avgPktsSize < λ2,
nICMP/nPkts > λ3, nSYN/nPkts > λ4.

DDoS (ICMP/SYN) N-to-1 IPdst
nDsts = 1, nSrcs > α1, nPkts/sec > α2, avgPktsSize < α3,
nICMP/nPkts > α4, nSYN/nPkts > α5.

Port scan 1-to-1 IPsrc
nSrcs = nDsts = 1, nDstPorts > β1, avgPktsSize < β2,
nSYN/nPkts > β3.

Network scan 1-to-N IPsrc
nSrcs = 1, nDsts > δ1, nDstPorts > δ2, avgPktsSize < δ3,
nSYN/nPkts > δ4.

Spreading worms 1-to-N IPsrc
nSrcs = 1, nDsts > η1, nDstPorts < η2, avgPktsSize < η3,
nSYN/nPkts > η4.

packets. Spreading worms differ from network scans in that they are directed
towards a small specific group of ports for which there is a known vulnerability
to exploit (e.g. Blaster on TCP port 135, Slammer on UDP port 1434, Sasser
on TCP port 455), and they generally use slightly bigger packets. Some of these
attacks can use other types of traffic, such as FIN, PUSH, URG TCP packets
or small UDP datagrams.

5.2 Detecting Attacks in MAWI Traffic

We begin by analyzing the performance of UNADA to detect network attacks
and other types of anomalies in one of the traces previously analyzed in [6]. IP
flows are aggregated with IPsrc key. Figure 2.(a) shows the ordered dissimilarity
values in D obtained by the EA4RO method, along with their corresponding
manual classification. The first two most dissimilar flows correspond to a highly
distributed SYN network scan (more than 500 destination hosts) and an ICMP
spoofed flooding attack directed to a small number of victims (ICMP redirect
traffic towards port 0). The following two flows correspond to unusual large rates
of DNS traffic and HTTP requests; from there on, flows correspond to normal-
operation traffic. The ICMP flooding attack and the two unusual flows are also
detected in [6]; the SYN scan was missed by their method, but it was correctly
detected with accurate signatures [15]. Setting the detection threshold according
to the previously discussed approach results in Th1 . Indeed, if we focus on the
shape of the ranked dissimilarity in figure 2.(a), we can clearly appreciate a major
change in the slope after the 5th ranked flow. Note however that both attacks
can be easily detected and isolated from the anomalous but yet legitimate traffic
without false alarms, using for example the threshold Th2 on D.

Figures 2.(b,c) depict the corresponding four anomalies in two of the N par-
titions produced by the EA4RO method. Besides showing typical characteristics
of the attacks, such as a large value of nPkts/sec or a value 1 for attributes
nICMP/nPkts and nSYN/nPkts respectively, both figures permit to appreciate
that the detected attacks do not necessarily represent the largest elephant flows
in the time slot. This emphasizes the ability of UNADA to detect attacks of low
intensity, even of lower intensity than normal traffic.
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Fig. 2. Detection and analysis of network attacks in MAWI

5.3 Detecting Attacks with Ground Truth

Figure 3 depicts the True Positives Rate (TPR) as a function of the False Pos-
itives Rates (FTR) in the detection of different attacks in MAWI and MET-
ROSEC. Figure 3.(a) corresponds to the detection of 36 anomalies in MAWI
traffic, using IPsrc as key. These anomalies include network and port scans,
worm scanning activities (Sasser and Dabber variants), and some anomalous
flows consisting on very high volumes of NNTP traffic. Figure 3.(b) also cor-
responds to anomalies in MAWI traffic, but using IPdst as key. In this case,
there are 9 anomalies, including different kinds of flooding DoS/DDoS attacks.
Finally, figure 3.(c) corresponds to the detection of 9 DDoS attacks in the MET-
ROSEC data-set. From these, 5 correspond to massive attacks (more than 70%
of traffic), 1 to a high intensity attack (about 40%), 2 are low intensity attacks
(about 10%), and 1 is a very-low intensity attack (about 4%). The detection
is performed using traffic aggregated with IPdst key. In the three evaluation
scenarios, the ROC plot is obtained by comparing the sorted dissimilarities in
Drank to a variable detection threshold.

We compare the performance of UNADA against three previous approaches
for unsupervised anomaly detection: DBSCAN-based, k-means-based, and PCA-
based outliers detection. The first two consist in applying either DBSCAN or
k-means to the complete feature space X, identify the largest cluster Cmax,
and compute the Mahalanobis distance of all the flows lying outside Cmax to
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Fig. 3. True Positives Rate vs False Alarms in MAWI and METROSEC

its centroid. The ROC is finally obtained by comparing the sorted distances to
a variable detection threshold. These approaches are similar to those used in
previous work [9, 10, 11]. In the PCA-based approach, PCA and the sub-space
methods [2,3] are applied to the complete matrix X, and the attacks are detected
by comparing the residuals to a variable threshold. Both the k-means and the
PCA-based approaches require fine tuning: in k-means, we repeat the clustering
for different values of clusters k, and take the average results. In the case of PCA
we present the best performance obtained for each evaluation scenario.

Obtained results permit to evidence the great advantage of using the SSC-
Density-based algorithm in the clustering step with respect to previous ap-
proaches. In particular, all the approaches used in the comparison generally fail
to detect all the attacks with a reasonable false alarm rate. Both the DBSCAN-
based and the k-means-based algorithms get confused by masking features when
analyzing the complete feature space X. The PCA approach shows to be not
sensitive enough to discriminate different kinds of attacks of very different in-
tensities, using the same representation for normal-operation traffic.

6 Conclusions

The Unsupervised Network Anomaly Detection Algorithm that we have pro-
posed presents many interesting advantages with respect to previous proposals in
the field of unsupervised anomaly detection. It uses exclusively unlabeled data to
detect traffic anomalies, without assuming any particular model or any canonical
data distribution, and without using signatures of anomalies or training. Despite
using ordinary clustering techniques to identify traffic anomalies, UNADA avoids
the lack of robustness of general clustering approaches, by combining the notions
of Sub-Space Clustering, Density-based Clustering, and multiple Evidence Ac-
cumulation. We have verified the effectiveness of UNADA to detect real single
source-destination and distributed network attacks in real traffic traces from
different networks, all in a completely blind fashion, without assuming any par-
ticular traffic model, clustering parameters, or even clusters structure beyond
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a basic definition of what an anomaly is. Additionally, we have shown detection
results that outperform traditional approaches for outliers detection, providing
a stronger evidence of the accuracy of UNADA to detect network anomalies.
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Abstract. Compressing web traffic using standard GZIP is becoming
both popular and challenging due to the huge increase in wireless web
devices, where bandwidth is limited. Security and other content based
networking devices are required to decompress the traffic of tens of thou-
sands concurrent connections in order to inspect the content for dif-
ferent signatures. The major limiting factor in this process is the high
memory requirements of 32KB per connection that leads to hundreds
of megabytes to gigabytes of main memory consumption. This require-
ment inhibits most devices from handling compressed traffic, which in
turn either limits traffic compression or introduces security holes and
other dysfunctionalities. In this paper we introduce new algorithms and
techniques that drastically reduce this space requirement by over 80%,
with only a slight increase in the time overhead, thus making real-time
compressed traffic inspection a viable option for network devices.

Keywords: pattern matching, compressed http, network security, deep
packet inspection.

1 Introduction

Compressing HTTP text when transferring pages over the web is in sharp in-
crease motivated mostly by the increase in web surfing over mobile cellular de-
vices. Sites such as Yahoo!, Google, MSN, YouTube, Facebook and others use
HTTP compression to enhance the speed of their content download. In Section
6.2 we provide statistics on the percentage of top sites using HTTP Compres-
sion. Among the top 1000 most popular sites 66% use HTTP compression (see
Figure 3). The standard compression method used by HTTP 1.1 is GZIP.

This sharp increase in HTTP compression presents new challenges to net-
working devices that inspect the content for security hazards and balancing
decisions. Those devices reside between the server and the client and perform
Deep Packet Inspection (DPI). When receiving compressed traffic the network-
ing device needs first to decompress the message in order to inspect its payload.
The two major performance penalties associated with this process are time and
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space. The time it takes to decompress a packet is a small fraction of the time it
then takes to inspect the packet in most DPI applications [1]. However the space
complexity cost of decompression is a major obstacle specially when the device
is dealing with hundreds and thousands of concurrent connections. Notice that
the techniques presented in [1], while reducing the DPI time requirement, it still
uses information within the compression, i.e., decompression is still required.

This high memory requirement leaves the vendors and network operators with
three bad options: either ignore compressed traffic, forbid compression, or divert
the compressed traffic for offline processing. Obviously neither is acceptable as
they present security hole or serious performance degradation.

The basic structure of our approach to dealing with the memory problem is
to keep the buffers of all the connections compressed, except for the data of
the connection whose packet(s) is now being processed. Upon packet arrival,
unpack its session buffer and process it. One may näıvely suggest to just keep
the appropriate amount of original compressed data as it was received. However
this approach fails since the buffer would contain pointers to data more than
32KB backwards. Our technique, called SOP, packs the buffer of a connection
by combining information from both compressed and uncompressed 32KB buffer
to create the new compressed buffer that contains pointers that refer only to
locations within itself. We show that by using our technique on real life data we
reduce the space requirement by a factor of 5 with a time penalty of 26%. Notice
that while our method modifies the compressed data locally, it is transparent to
both the client and the server.

We then design an algorithm that combines our SOP technique that reduces
space with the ACCH algorithm that reduces time complexity. By using the
designed algorithm we achieve improvement of 42% of the time and 79% of the
space requirements. The time-space tradeoff presented by our technique provides
the first solution that enables DPI on compressed traffic in wire speed.

2 Background

Compressed HTTP: HTTP 1.1 [2] supports the usage of content-codings to
allow a document to be compressed. The RFC suggests three content-codings:
GZIP, COMPRESS and DEFLATE. In fact, GZIP uses DEFLATE with an addi-
tional thin shell of meta-data. For the purpose of this paper they are considered
the same. Currently the GZIP and DEFLATE compressions are the common
codings supported by current browsers and web servers1.

The GZIP algorithm uses combination of the following compression tech-
niques: first the text is compressed with the LZ77 algorithm and then the output
is compressed with the Huffman coding. Let us elaborate on the two algorithms:

LZ77 Compression [3]- The purpose of LZ77 is to reduce the string presen-
tation size, by spotting repeated strings within the last 32KB of the uncom-
pressed data. The algorithm replaces the repeated strings by (distance,length)

1 Analyzing captured packets from last versions of both Internet Explorer, FireFox
and Chrome browsers shows that accept only the GZIP and DEFLATE codings.
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pair, where distance is a number in [1,32768] (32K) indicating the distance in
bytes of the repeated string and length is a number in [3,258] indicating the
length. For example, the text: ‘abcdeabc’ can be compressed to: ‘abcde(5,3)’;
namely, “go back 5 bytes and copy 3 bytes from that point”. LZ77 refers to the
above pair as “pointer” and to uncompressed bytes as “literals”.

Note that the LZ77 compression is a time consuming task, while the de-
compression is considerably light process (we use this observation later on as a
motivation in the design of our algorithm). Experiments in Section 6 show that
compression takes around 20 times more than decompression. Roughly speaking,
the basic idea of the compression process goes as follows: at each point within
the traffic, LZ77 tries to find the longest string that has already appeared in
the text within the previous 32KB (the most recent if there are multiples). If
such a string is found, LZ77 replaces the current string with a pointer to that
occurrence. If no repetition longer than 2 bytes is found, than these bytes are not
compressed. To decompress the traffic, one needs to reveal the referred bytes by
the pointers which translates to a simple operation of consecutive memory copy-
ing directly from the 32KB buffer. Reading consecutive bytes has low per-byte
read cost due to the good spatial locality in the cache, i.e., reading consecutive
32 bytes within a cache line costs one main memory access.

Huffman Coding [4]- Recall that the second stage of GZIP is the Huffman
coding, that receives the LZ77 symbols as input. The purpose of Huffman coding
is to reduce the symbol coding size by encoding frequent symbols with fewer
bits. The Huffman coding method assigns to symbols from a given alphabet a
variable-size codeword (coded symbol). Dictionaries are provided to facilitate
the translation of binary codewords to bytes.

The Huffman decoding process is relatively fast. Common implementation
(cf. zlib [5]) extracts the dictionary, with average size of 200B, into a temporary
lookup-table that resides in cache. Frequent symbols require only one lookup-
table reference, while less frequent symbols require two lookup-table references.

Deep packet inspection (DPI): DPI is the main action taken to inspect traffic,
by identifying signatures (patterns or regular expressions) in the packet payload.
Today, the performance of security tools is dominated by the speed of the underly-
ing DPI algorithms [6]. The two fundamental paradigms to perform string match-
ing derive from Aho-Corasick (AC) [7] and Boyer-Moore (BM) [8] algorithms. The
BM algorithm does not have deterministic time and is prone to denial-of-service
attacks using tailored input. Therefore the AC algorithm is the standard.The im-
plementations need to deal with thousands of signatures. For example, ClamAV [9]
virus-signature database consists of 27K patterns, and the popular Snort IDS [10]
has 6.6K patterns; note that typically the number of patterns considered by IDS
systems grows dramatically over time. Implementation of the traditional algo-
rithm translates to dozens of megabytes and may even reach gigabytes of memory.
The size of the signatures databases dictates not only the memory requirement but
also the speed, since it forces the usage of a larger and slower memory on an order-
of-magnitude such as DRAM, instead of using a faster one such as SRAM. That
leads to an active research of reducing the memory requirement by compressing
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the corresponding DFA [11,12,13]; however, all proposed techniques suggest pure-
hardware solutions, which usually incur prohibitive deployment and development
cost. Still the common case, definitely in a software solution, requires using a very
large database of signatures for DPI. Moreover we note that the DPI solutions
do not enjoy the spatial locality time boost. Each input byte requires one or two
memory reads to different parts of the memory and thus the DPI solutions do not
enjoy the benefits of caching.

3 Challenges in Performing DPI on Compressed HTTP

This section provides an overview of the obstacles in performing deep packet in-
spection (DPI) in compressed HTTP traffic on a multi-connection environment.

As noted in [1], there is no apparent “easy” way to perform DPI over com-
pressed traffic without decompressing the data in some way. This is mainly
because LZ77 is an adaptive compression algorithm.

One of the main problems with the decompression is its memory require-
ment; the straightforward approach requires a 32KB sliding window for each
HTTP connection. Note that this requirement is difficult to avoid, since the
back-reference pointer can refer to any point within the sliding window and the
pointers may be recursive (i.e., a pointer may point to an area with a pointer).
On the other hand, DPI of non-compressed traffic requires storing only a two (or
four) bytes variable that holds the DFA state. Hence, dealing with compressed
traffic poses a higher memory requirement by a factor of 8 000 to 16 000. Thus,
mid-range firewall that handles 100K-200K concurrent sessions needs 3GB-6GB
memory while a high-end firewall that supports 500K-10M concurrent sessions
needs 15GB-300GB memory only for the task of session decompression. This
memory requirement has implication on not only the price and feasibility of the
architecture but also on the capability to perform caching or using fast memory
chips such as SRAM. Thus reducing the space has also straight implication on
the speed. This work deals with the challenges imposed by that space aspect.

Apart from the space penalty described above, the decompression stage also
increases the overall time penalty. However, we note that DPI requires signifi-
cantly more time than decompression, since decompression is based on consec-
utive memory reading and therefore enjoy the cache block architecture and has
low per-byte read cost, where DPI employs a very large DFA that is accessed
by reads to non-consecutive memory areas therefore requires main memory ac-
cesses. Our experimental results in section 6 show that the decompression is 10
times faster than the DPI process in a multi-connection environment.

4 Related Work

There is an extensive research on preforming pattern matching on compressed-
files, but very limited is on compressed traffic. Requirements posed in dealing
with compressed traffic are: (1) on-line scanning (1-pass), (2) handling of thou-
sands of sessions concurrently and (3) working with LZ77 compression algorithm
(as oppose to most papers which deal with LZW/LZ78 compressions).
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[1] is the first paper to analyze the obstacles of dealing with compressed
traffic but it only accelerated the pattern matching task on compressed traffic
and did not handle the space problem, and it still requires the decompression.
We show in Section 5.3 that our paper can be combined with the techniques
of [1] to achieve a fast pattern matching algorithm for compressed traffic, with
moderate space requirement.

There are techniques developed for “in-place decompression”, the main one is
LZO [14]. While LZO claims to support decompression without memory over-
head it works with files and assumes that the uncompressed data is available. We
assume decompression of thousands of concurrent sessions on-the-fly, thus what
is for free in LZO is considered overhead in our case. Furthermore, while GZIP
is considered the standard for web traffic compression, LZO is not supported.

5 Packing Technique

In this section we describe our packing technique to reduce the 32KB buffer
space requirement per session. The basic idea is to keep the session buffer in
its packed form until the time a new incoming packet arrives for that session.
To achieve that we use packing technique to keep a correct updated buffer after
each packet processing. It has two parts:

– Swap Out of boundary Pointers (SOP) algorithm for packing the buffer.
– Our corresponding algorithm for unpacking the buffer.

Whenever a packet is received, the buffer that belongs to the incoming packet
session is unpacked. After the incoming packet processing is finished an updated
buffer is packed using the SOP algorithm. The next subsections elaborates on
those parts of the algorithm.

5.1 Buffer Packing: Swap Out of Boundary Pointers (SOP)

In this subsection we describe our buffer packing technique. The first obvious
attempt is to store the buffer in its compressed form using the original received
traffic. However this attempt fails since the compressed form of the buffer con-
tains pointers that point to positions prior to the 32KB boundary. Figure 1(a)
shows an example of the original compressed traffic. Note that it contains pointer
to a part that is no longer within the buffer boundaries. The conclusion from
this attempt is that the solution must have the following property: A buffer must
contain all information for its pointers extraction.

The second obvious attempt is to compress (each time from scratch) the 32KB
buffer using some compression algorithm such as GZIP. That solution follows the
above property since the compression is based only on information within the
buffer. However, this solution performs compression which is an expensive task,
while the memory saving is a negligible 1.5% as compared to SOP.

Our suggested solution, called Swap Out-of boundary Pointers (SOP), solves
the problems of the above two attempts. The technique uses information within
the original compressed and uncompressed form of the buffer for a quick packing



Efficient Processing of Multi-connection Compressed Web Traffic 57

Fig. 1. Sketch of the memory buffer in different scenarios. Each solid box represents
a packet. Dashed frame represents the 32KB buffer. Each arrow connects between a
pointer and its referred area.

process. SOP changes the original GZIP compressed form related to the buffer,
so that it contains pointers that refer only to information inside the buffer. To
achieve this, SOP swaps all the pointers that point outside of the new boundary
of the buffer with its referred literals2. Figure 1(c) shows an output of this
algorithm. The pointer (300,5) that points prior to the buffer new boundary is
replaced by the string ‘hello’ where the others remain untouched.

Since in every stage we maintain the invariant that pointers refer only to
information within the buffer - the buffer can be unpacked. SOP still has a good
compression ratio (as shown in Section 6) since most of the pointers are left
untouched because they originally pointed to a location within the 32KB buffer
boundary. SOP is also fast since it performs only one pass on the uncompressed
information and the compressed buffer information, taking advantage of the
GZIP compression that the source (server) did on the traffic.

The pseudocode is given in Algorithm 1. The algorithm consists of 4 parts.
The first part performs Huffman decoding of the incoming packet in order to
determine its uncompressed size which in turn determines the new boundary
of the 32KB buffer. Note that pointers cannot be extracted at this point since
oldPacked is still compressed. Therefore the decoding is kept within a linked-list
data structure that contains either sequence of literals or pointer elements.

The other three parts consist of decoding either oldPacked or packet into new-
Packed using unPacked. Part 2 decodes data that would not be packed again
since it is located outside of the new boundary of the 32KB buffer (after re-
ceiving the new packet). Parts 3 and 4 decode the rest of oldPacked and packet
respectively, and prepare the newPacked buffer along the decoding process.

Note that the output is not optimal in terms of space. Figure 2 shows a
case where LZ77 algorithm (2(c)) outperforms SOP (2(d)). In that case, the
original compression did not indicate of any direct connection between the second
occurrence of the ‘Hello world!’ string to the string ‘sello world’. The connection
can be figured out if one follows the pointers of both strings and finds that
both strings share common referred bytes. Since SOP performs a straightforward

2 Note that pointers can be recursive, i.e., pointer A points to pointer B. In that case
we replace pointer A by the literals that pointer B points to.
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swapping without following the pointers recursively it misses this case. However,
the loss of space is limited as shown in the experimental results section.

We also tried some other, more sophisticated variants of SOP to solve that
problem by some kind of a recursive method. However, the complexity of those
algorithms is much higher and the gained space reduction is limited.

5.2 Unpacking the Buffer: GZIP Decompression

SOP buffers are packed in a valid GZIP format, hence a regular decompression
can be used for unpacking. The main difference is that most of the data is decom-
pressed more than once since it is maintained compressed. Buffer decompression
is performed upon each incoming packet. Each byte is decompressed on average
4.2 times (see Section 6) using SOP buffers as compared to only once in the
original GZIP method.

One may wonder if partial decompression of buffer areas is more affordable
than the suggested method that decompresses the entire buffer upon each incom-
ing packet. Since the pointers are recursive, the retrieval of the literals referenced
by a pointer is a recursive process touching several locations in the buffer, and
requiring to decode more symbols than its own length. For example: a pointer
that points to another pointer which in turn points to a third pointer, requires
decoding three different areas where the referred pointers and the literals reside.
This property explains the poor results.

We designed a method for partially decompression, called SOP-Indexed. It is
defined as follows:

– Split the buffer to fixed size chunks of bytes and keep indices that hold
starting positions of each chunk.

– Recursively extract each pointer and decode only the chunks that contain
required information for extraction.

For example: if a 256B chunks are used, referring to the 500th byte of the 32KB
uncompressed buffer requires to decode the second chunk that corresponds to the
[256-511] byte positions within the uncompressed buffer. If the pointer exceeds
the chunk boundary of 511, the next chunk has to be decoded too.

Zero padding needs to be applied at the end of each chunk so the offset
would be in terms of bytes and not in terms of bits. Each index is coded with
15 bits in order to represent offsets for up to 32KB. The chunk size poses a
time-space tradeoff. Smaller chunks support more precise references and result
in less decoding but require more indices that have to be stored along with the
buffer, and more padding for each of the smaller chunks, hence cause larger space
penalty. The results in Section 6 shows that only a limited time improvement of
ratio 36% as compared to SOP, is gained by SOP-Indexed.

5.3 Combining SOP with ACCH Algorithm

The algorithm, ACCH presented in [1], reduces the time it takes to do pat-
tern matching to less than 26% compared to doing it with Aho-Corasick (AC).
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Fig. 2. Sketch of the memory buffer in different scenarios

The general idea is to take advantage of pointer information from LZ77 in order
to skip and avoid scanning some bytes. Since most of the compressed bytes are
represented as pointers, most of the byte scans can be saved. The data about
previous byte scans is stored in a Status Vector [1]. Each vector entry is 2 bit
long and stores three possible state values: Match, in case that a pattern was
located, and two other states; If a prefix longer than a certain threshold was
located the status is Check, otherwise it is Uncheck. An important observation
is that the status of pointer bytes can be determined based on the status of the
referred bytes only, without further scanning.

The ACCH algorithm is somewhat orthogonal to the SOP algorithm, still
there are two points that must be addressed. The first one is related to the fact
that the Status Vector itself has 8KB space requirement which needs to be taken
care off in order to continue and enjoy the space benefits of SOP. The second
point is related to the fact that the SOP algorithm changes the structure of
some of the pointers, therefore when a pointer is replaced by SOP, the vector
needs to be efficiently adapted to the new structure.

We use two techniques to address the above points. The first is to mark only
the status changes and the second is to use the pointers to figure out the status.
We give here a sketch of the suggested method that handles both points due to
space limitations. Let us start with the first point. The general idea is to store
only status changes instead of the statuses themselves, among the packed buffer
symbols. There is no need to store status changes within pointers since ACCH
can restore most of the previous referred statuses from the pointer referred area.
The rest of the statuses are maintained using extra bits.

Handling the second point means that whenever a pointer is replaced with
literals, the symbols that resemble the statuses within it should remain valid.
Achieving this is straightforward. The status symbols are maintained from the
referred bytes when they are copied, hence no additional memory references are
required for status update after pointer replacing.

Applying the combination of the methods described above enabled us to com-
bine ACCH with SOP algorithms and gain space and time improvements. The
combination achieves time performance of more than two times faster than per-
forming SOP with regular AC (as demonstrated in the next section).
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Algorithm 1. Out of Boundary Pointer Swapping
packet - input packet.
oldPacked - the old packed buffer received as input. Every cell is either a literal or a
pointer.
newPacked - the new packed buffer.
unPacked - temporary array of 32K uncompressed literals.
packetAfterHuffmanDecode - contains the Huffman decoded symbols of the input
packet.

1: procedure handleNewPacket(packet,oldPacked)
Part 1: calculate packet uncompressed size n

2: for all symbols in packet do

3: S ← next symbol in packet after Huffman decode
4: packetAfterHuffmanDecode ← S
5: if S is literal then
6: n← n+ 1
7: else � S is Pointer
8: n← n+ pointer length
9: end if

10: end for

Part 2: decode oldPacked part which is out of boundary

11: while less than n literals were unpacked do

12: S ← next symbol in oldPacked after Huffman decode
13: if S is literal then
14: store literal in unPacked buffer
15: else � S is Pointer
16: store pointer’s referred literals in unPacked buffer
17: end if

18: end while

Part 3: decode oldPacked part within boundary

19: if boundary falls within a pointer in oldPacked then

20: copy to newPacked only the suffix of the referred literals
21: end if

22: for all symbols in oldPacked do

23: S ← next symbol in oldPacked after Huffman decode
24: if S is literal then
25: add symbol to unPacked and newPacked buffers
26: else � S is Pointer
27: store the referred literals in unPacked
28: if pointer is out of the boundary then

29: store the coded referred literals in newPacked
30: else

31: store the coded pointer in newPacked
32: end if

33: end if

34: end for

Part 4: decode packet
35: for all symbols in packetAfterHuffmanDecode do

36: S ← next symbol in packetAfterHuffmanDecode
37: This part is the same as Lines [24-33]
38: end for
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6 Experimental Results

6.1 Experimental Environment

Our time performance results are given relative to the performance of a base
algorithm Plain, which is the decompression algorithm without packing, there-
fore the processor type is not an important factor for the experiments. The
experiments were performed on a PC platform using Intel� Core�2 Duo CPU
running at 1.8GHz using 32-bit Operating System. The system uses 1GB of Main
Memory (RAM), a 2MB L2 Cache and 2 × 32KB write-back L1 data cache.

We base our implementation on the zlib [5] software library for the compres-
sion/decompression parts of the algorithm.

Our experimental environment does not simulate packets from multiple-
connections but only from a single connection at a time. Therefore we flush
the entire system’s cache upon each packet arrival to create the context switch
effect between multiple connections. Note that by flushing the cache we are very
conservative in our experimental environment and we suspect that in a real life
scenario the time of SOP is even better. In the real life environment, some of the
writing to the buffers could be performed in the background while handling a
different section therefore most of the memory writing penalty could be avoided.
Furthermore, sometimes we may receive several consecutive packets from the
same flow, hence may be processed without flushing the cache.

6.2 Data Set

The data set consists of 2308 HTML pages taken from the 500 most popular
sites that use GZIP compression. The web site list was constructed from the
Alexa site [15] that maintains web traffic metrics and top-site lists. Total size of
the uncompressed data is 359MB and in its compressed form is 61.3MB.

While gathering the data-set from Alexa, we created an interesting statistics
about the percentage of the compressed pages among the sites as shown on
Figure 3. The statistics shows high percentage of compression, in particular
among the top 1000 sites. As popularity drops the percentage slightly drops.
Still, almost 1 out of every 2 sites uses compression.

6.3 Space and Time Results

This subsection reports results concerning the average space requirement for our
algorithm as shown in Table 1. We define Plain as the basic algorithm that
performs decompression and maintains a buffer of plain uncompressed data for
each connection. Note that at the beginning of a connection the buffer stores
less than 32KB since it stores only as much as was sent. Therefore the average
buffer size of Plain is 29.9KB which is slightly lower than the maximum value
of 32KB. We use Plain as a reference for performance comparison to the other
proposed methods and set its time and space ratios to 1.
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Fig. 3. Statistics of HTTP Compression usage among the Alexa [15] top-site lists

Table 1. Comparison of Time and Space parameters of different algorithms

Packing Method Average
Buffer Size

Compression Ratio
per Buffer

Average
Time Ratio

Plain 29.9KB 1 1

OrigComp 4.54KB 0.1518 -

Deflate 5.04KB 0.1576 20.77

SOP 7.33KB 0.245 3.91

SOP 6.28KB 0.211 3.89

SOP 5.17KB 0.172 3.85

SOP-Indexed 5.47KB 0.183 3.49

We measure the size of the incoming compressed data representing the buffer
and call it OrigComp. This data can not be used as a buffer for a multi-connection
environment, since it contains pointers that point to positions prior to the 32KB
buffer range. The average buffer size required by OrigComp is 4.54KB, which is
considered as a space lower bound.

We define Deflate as the method that compresses each buffer from scratch
using GZIP. This method represents the best practical space result but has the
worse time requirements of more than 20 times higher than Plain.

SOP takes 3.85 more time than Plain. This is a moderate time penalty as
compared to Deflate, the space requirement of SOP is 5.17KB which is pretty
close to the 5.04KB of Deflate. The small space advantage gained by Deflate in
addition to the poor time requirement makes it irrelevant as a solution.

The last method we examined is the SOP-Indexed which maintains indices
to chunk offsets within the compressed buffer to support a partial decompres-
sion of the required chunks only. We used a 256B chunks and got an average
of 69% chunk accessed. The time ratio is improved to 3.49 as compared to
Plain. The space penalty for maintaining the index vector and chunk padding is
of 0.3KB.
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6.4 Time Results Analysis

As explained in Section 5.2, SOP decompresses each byte on average 4.2 times.
Hence one would expect SOP to take 4.2 times more than Plain. Still SOP
takes only 3.85 times. This can be explained by inspecting the data structures
that require main memory accesses by each of the algorithms. SOP maintains in
main memory the old and new packed buffers (i.e., oldPacked and newPacked as
in Algorithm 1) which are heavily accessed during packet processing. Plain on
the other hand, uses parts of the 32KB buffer, taken from main memory. When
processing a packet, Plain touches only parts of the 32KB buffer. We measured
the relative part of the buffer which is accessed by Plain using a method similar
to the one in 5.2 with chunks of 32B. An average 40.3% of the buffer is accessed.
SOP also uses a 32KB buffer for the uncompressed data, but it keeps it only
in the cache and most of it is never written back to the main memory. The key
point is that a write-back cache is used, hence this buffer remains in cache. The
unpacked 32KB buffer is maintained in a temporary variable and when SOP
finishes processing the packet that variable is disposed and not written back
to main memory. However, working in a write-through cache architecture may
harm SOP performance. The main memory space used for SOP data structures
is thus around 10KB upon each incoming packet where as the main memory
space accessed by Plain is around 12KB (= .4 of the 32KB) which is 20% higher
and explains why the time performance of SOP is better than the expected 4.2.

6.5 DPI of Compressed Traffic

In this subsection we analyze the performance of DPI. We focus on pattern
matching, which is a lighter DPI task than the regular expression matching. We
show that the processing time taken by SOP is minor compared to the processing
time taken by the pattern matching task. Since the regular expression matching
task is even more expensive (than pattern matching), the processing time of
SOP is even less important.

Table 2 summarizes the overall time and space requirements for the
different methods that implement pattern-matching of compressed traffic in
multi-connection environment. The time parameter is compared to performing
Aho-Corasick (AC) on uncompressed traffic, as implemented by snort [10]. Re-
call that AC uses a DFA and basically performs one or two memory references
per scanned byte. The other pattern matching algorithm we use for comparison
is ACCH which is based on AC and uses techniques that are adjusted to GZIP
compressed input making the pattern matching process work faster. However,
the techniques used by ACCH are independent from the actual AC implemen-
tation. The space per buffer parameter measures the memory required for every
session upon context switch that happens after packet processing is finished, i.e.,
in SOP after packing.

The offline-processing method (Offline) represents the only option supported
by current network tools, that deals with compressed traffic. The space require-
ment is calculated by rough estimate of average compressed and uncompressed
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Table 2. Overview of Pattern Matching + GZIP processing

Algorithms in Use Average Time Ratio Space per Buffer

Packing Pattern Matching

Offline AC - 170KB

Plain AC 1.1 29.9KB

Plain ACCH 0.36 37.4KB

SOP AC 1.39 5.17KB

SOP ACCH 0.64 6.19KB

size of 27KB and 156KB respectively. The compressed form is stored during ses-
sion arrival and the uncompressed data is stored during pattern matching phase.
When used in combination with AC as used today, it presents an enormous space
requirement in terms of mid-range security tool.

We measured the time ratio of performing Plain as compared to pattern
matching using AC, both on single and multi-connection environment. On the
single-connection environment the ratio is as low as 0.035 where on the multi-
connection environment the ratio is 0.101. The difference is due to the context
switch upon each packet on the multi-connection environment that harms the de-
compression spatial locality property. Note that SOP is compared to performing
Plain on a multi-connection environment.

As explained in 5.3, ACCH improves the time requirement of the pattern
matching process. Recall that in order to apply the ACCH algorithm we need to
store on memory an additional data structure called Status Vector. Applying the
suggested compression algorithm for the Status Vector compressed it to 1.03KB.
Therefore the total space requirement of SOP combined with ACCH is 6.19KB.

The best time is achieved using Plain with ACCH but the space requirement
is very high as compared to all other methods apart from Offline. It occurs that
combining SOP and ACCH achieves almost 80% space improvement and above
40% time improvement comparing Plain with AC.

As we look at the greater picture that involved also DPI, we need to refer to
the space requirement applied by its data structures. As noted before, the DPI
process too has large memory requirements. As opposed to the decompression
process which its space requirement is proportional to the number of concurrent
sessions, the DPI space requirements depend mainly on the number of patterns
that it supports. Therefore, the DPI large space requirement is applied from the
first session. Hence, assuming that DPI space requirements are at the same order
as those of decompression for mid-range network tools, the 80% space improve-
ment for the decompression buffers is translated to a 40% space improvement
for the overall process.

7 Conclusion

With the sharp increase in cellular web surfing, HTTP compression becomes
common in today web traffic. Yet due to its high memory requirements, most
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security devices tend to ignore or bypass the compressed traffic and thus in-
troduce either a security hole or a potential for a denial of service attack. This
paper presents SOP , a technique that drastically reduces this space requirement
(by over 80%) with only a slight increase in the time overhead. It makes real-
time compressed traffic inspection a viable option for network devices. We also
present an algorithm that combines SOP with ACCH, a technique that reduces
the time required in performing DPI on compressed HTTP [1]. The combined
technique achieves improvements of almost 80% in space and above 40% in the
time requirement for the overall DPI processing of compressed web traffic. Note
that ACCH algorithm (thus the combined algorithm) is not intrusive to the Aho-
Corasick (AC) algorithm, and it may be replaced and thus enjoy the benefit of,
any DFA based algorithm including recent improvements of AC [11,12, 13].
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Abstract. Today’s networking technologies in Internet that can only
speak of connections between hosts no longer adapt to the network in-
creasingly dominated by content distribution and retrieval. Some efforts
therefore have been made to generalize the Internet architecture by tak-
ing content as a primitive- decoupling location in the network instead
of focusing on endpoint addresses of hosts. However, one of the rep-
resentative architectures known as Content-Centric Networking (CCN)
consumes excessive system resource in terms of router’s processing ca-
pability, the buffer space in the router and the network bandwidth when
deployed as the ”universal overlay” in the existing network. We present
the solution composed of two methods to improve the resource efficiency
based on the CCN approach. The results from the ns2-based simulation
disclose that our solution can reduce the resource consumption in routers
and network pipeline significantly in the overlay architecture.

Keywords: Content-Centric Networking, Internet architecture,
Forwarding, Resource efficient, Data.

1 Introduction

Today’s Internet was already designed to be an end-to-end connectivity
infrastructure based on packet switching at the beginning of 1960s. The com-
munication solution offered by it targets at solving the telephony’s problem: a
point-to-point conversation between two hosts using the IP protocol [1]. Thus IP
packets exchanged between the two hosts in communication contain two identi-
fiers (addresses), one for the source and one for the destination host. By allowing
lower and upper layer technologies to innovate without unnecessary constraints,
the Internet achieves the explosive growth to show its power and elegancy.

However, there have been dramatic changes in Internet since its creation [2].

• With the emergency of World Wide Web (WWW) [3] application, the in-
creasing number of Information-intensive business such as travel, banks and
financial services is done in the Internet. Since almost anything is available
online today, the Internet is becoming the mirror of the real world where
more and more people’s activities are digitalized.

J. Domingo-Pascual et al. (Eds.): NETWORKING 2011, Part I, LNCS 6640, pp. 66–77, 2011.
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• An ever increasing range of content such as voice, images and video etc. can
be distributed digitally due to the digital coding advances.

• The cheaper and more ubiquitous digital equipments driven by the Moore’s-
Law facilitate connecting everything to the Internet: not just computers
but also factories, municipal infrastructure, phones, cars, appliances, even
light switches. There is considerable consensus that the amount of these
equipments could reach the number of billions or even trillions [4] [5].

The above changes make people tend to value the Internet for what content it
contains rather than where they can do communication. Then IP protocol, which
was designed to act as a key enabler supporting the conversations between com-
munications endpoints, is overwhelmingly used for content distribution. How-
ever, the ’conversational’ nature of IP makes the existing Internet architecture
a poor match to its primary use today.

In order to overcome the poor match between the IP’s nature and the practical
requirements of people using the Internet, several efforts [6,7,8,9,10,11,12,13,14,
15,16] have been made to pursue the direct and unified way to solve the problems.
From the view point of these works, the named data is a better abstraction for
today’s communication problems than named hosts. Then, the principle of the
current innovation aim to interconnect the hosts by using the address that names
content instead of the IP addresses traditionally identifying the physical network
nodes [18, 19, 20]. In other words, the currently proposed solutions attempt to
solve the problem of poor match in the way of replacing where with what in
the core layer that the Internet centers on, which is typically termed as content-
centric networking or named data networking.

The architectural principles that guide the design of the new architecture
are stemmed from the existing Internet architecture. Substantially speaking, it
departs from IP in creating the new universal component, known as content-
based ”thin waist”, in the protocol stack [2] [6].

As illustrated in Fig. 1, the current Internet architecture is built as the
hourglass architecture where network layer (IP) acts as a universal compo-
nent, namely ”thin waist”, to implement the minimal functionality necessary

 

Fig. 1. Today’s Internet Architecture Vs. Content Centric Architecture



68 Y. Yu and D. Gu

for global interconnectivity. The content centric architecture keeps the same
hourglass-shaped architecture except that the ”thin waist” is oriented to the
content chunks instead of the physical hosts with the identifier of IP addresses.

Unlike today’s Internet architecture that regards the security as an
afterthought, the content centric one provides a basic security embedded in the
thin waist by signing all named data. In such architecture, security is provided to
content itself, rather than the connections over which it travels, thereby avoiding
many of the host-based vulnerabilities that plague IP networking. The end-to-
end principle that guarantees the robust applications in the face of network
failures is retained and expanded by the content centric architecture. Particu-
larly, the multiple simultaneous connections (e.g., Ethernet, 3G, LTE, Zigbee and
802.11) can be utilized to achieve the fine-grained, dynamic optimization for the
data under changing conditions with the consideration of traffic self-regulation.

Routing and forwarding plane separation is still stuck to in the content centric
architecture. But the new routing system should be carried out to allow the
addressing oriented to the content name.

The rest of the paper is organized as following. The motivation of our work
in the paper is presented in section 2. In Section 3, our solution is described in
detail. We evaluate the performance of our proposal with the extensive ns2-based
simulation in section 4. Finally, in Section 5, we give the conclusion of the paper.

2 Related Work and Motivation

The works concerning the content centric architecture can be classified as two
categories: hierarchical name-based and flat name-based. The former identifies
the content with the hierarchical names much like Uniform/Universal Resource
Locator (URL) [21] used in the current web application [6, 7], while the latter
would like to define the name of the content using the flat label [8,9,10,11,12,13,
14, 15, 16] that is similar to the identifiers used in the existing distributed hash
table (DHT)-based P2P system [22] [23]. Since our work in the paper focuses on
the hierarchical name-based solution, we just describe the existing approaches
in this category.

2.1 Content-Centric Networking

The classical approach realizing the content centric networking with the hier-
archical name is presented in [6]. It is called as Content-Centric Networking
(CCN). The communication in CCN is driven by the data consumer. As shown
in Fig. 2, two CCN packet types, Interest and Data, are defined to enable the
communication oriented to the specific content chunk.

To receive data, a receiving end, namely the consumer, sends out an Interest
packet carrying a name that identifies the desired data. For example, a consumer
may send an Interest packet requesting the data named after /parc/videos/
WidgetA.mpg. Fig. 3 gives the example that how the name is defined.

A router maintains a data structure termed as Pending Interest Table (PIT)
to remember the face where the request arrives, and then forwards the Interest

/parc/videos/WidgetA.mpg
/parc/videos/WidgetA.mpg
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Fig. 2. CCN packet types

Fig. 3. Example of Data Name

packet by looking up the name in its Forwarding Information Base (FIB) where
the list of faces that can serve the request is recorded. FIB is almost identical
to an IP FIB except it allows for a list of outgoing interfaces rather than a
single one. The name-based routing policy is used for the population of this
table. Since the packets introduced in [6] are not only forwarded over hardware
network interfaces but also exchanged directly with application processes within
a machine, the term face rather than interface is used to denote the place where
the packets come from and are forwarded.

Once the Interest reaches a node that has the requested data in its local
storage termed as Content Store, a Data containing the requested name and the
content of the data packet, together with a signature by the producer’s key, is
sent back. This Data packet traces in reverse the path created by the Interest
packet back to the consumer.

When multiple Interests for the same data are received, only the first Interest
is sent upstream towards the data source. When the Data packet arrives, the
router finds the matching PIT entry by using longest-match look-up based on the
content name and forwards the data to all the interfaces listed in the PIT entry.
The router then removes the corresponding PIT entry, and optionally caches the
Data in its Content Store to satisfy potential future requests.

2.2 Motivation

In CCN approach, the arrival of each data packet triggers the routers to look up
and update its PIT and FIB with the name of received data that is expressed
as a structured string similar to URL. However, such method may result in the
excessive resource consumption in terms of router processing capability, router’s
buffer capacity and network bandwidth.
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Specifically, CCN’s compatibility with today’s Internet centering on IP pro-
tocol makes it to readily use existing IP infrastructure services. Thus, CCN can
run as a ”universal overlay” over the current Internet. The routing policy of CCN
router then may be regarded as IP+CCN, which means that the CCN router
should execute the IP routing prior to the CCN processing of received packet. In
other words, there is double load in the processor of router because the arrival
of any CCN packet requires the handling both in the IP layer and CCN layer.
Especially, if the router is not to cache the received CCN data, which is common
because the router is unable to cache each received data due to the limited buffer
space, the CCN router will be confronted with extra processing load because the
data can be simply forwarded as the IP packet without any CCN operations.

On the other hand, the URL-like name of CCN data implies that the string
identifying the contained content is much longer than the physical identifier such
as IP address. Thus, it is expected that lots of router buffer space and network
bandwidth will be spent in accommodating the name of CCN data. Suppose
the CCN name is 200 bytes in length and the router is provisioned with packet
buffers 2KB in size with 2 GB of total storage capacity; this means Content Store
should allocate the buffer space of 200 MB to store 1 million distinct packet
names. In further consideration of the maximum transmission unit (MTU) in
the underlying pipeline (i.e. Ethernet), only 85% of the bandwidth is used to
transport the content payload given that MTU is 1.5KB.

Our work in this paper is motivated by the above two challenges for the
current CCN approach. Briefly, our contributions are summarized as following:

• We propose a method allowing the intermediate router to avoid the un-
necessary processing in the CCN layer. Specifically, we design the way of
configuring source network identifier (i.e. IP address) in CCN Interest to al-
low for the direct forwarding of the data not to be cached in the intermediate
CCN router without any CCN operations.

• We design the method to reduce the size of content name in the CCN data
packet so that more network bandwidth and buffer space in the router can
be used by the content payload. The principle of our method is to replace the
URL-like content name in CCN data with an integer that can be recognized
between the upstream node and downstream node. The control messages
enabling such process are presented as well.

3 Resource Efficient Packet Forwarding

The solution proposed in the paper focuses on reducing the system resource con-
sumption in terms of router’s processing capability, buffer space in router and
the network bandwidth. In details, our proposal includes two innovative meth-
ods that involve the enhanced processing of CCN interest data and the header
reduction in CCN data, respectively. The former alleviates the processing load
in the router, while the latter reduces the buffer space and network bandwidth
consumed by the CCN data.
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Note that the CCN architecture is assumed to be built as the overlay of the
IP-based network in the following sections of our paper. But it does not mean
that our solution can merely run in the IP network. In essence, our proposed
solution can work in other underlying networks (such as LTE or WiFi etc.).

3.1 Enhanced Processing of CCN Interest and CCN Data

Unlike the CCN approach that creates the PIT entry upon receiving each new
CCN Interest, our solution has the router deal with the new CCN Interest based
on its decision whether to cache the data requested in the Interest. The router
then further determines how to modify the destination IP address and source IP
address of the CCN Interest that needs to be forwarded.

Upon the reception of Interest, the router should firstly check whether it can
serve the Interest by looking up the Content Store. If the router caches the
content requested by the Interest, it will send out the matched data piece whose
destination address is set as the source IP address of Interest.

If there is no matched entry in Content Store, the router checks whether the
Interest has been pended in PIT. If so, the Interest is discarded and the router
adds the source IP address of the Interest to the corresponding PIT entry.

Otherwise, the router is to check whether there is a matched entry in FIB.
If not so, the Interest has to be discarded. Otherwise, the router should firstly
remove the face where the Interest arrives from the face list of the matched entry.
After that, the following steps should be taken:

a) If the router wants to cache the content required by Interest, a new entry for
pending the received Interest is firstly created in PIT. Then, the router has
to replace the source IP address of the received Interest with its own IP. The
destination IP address of the received Interest is then set as the IP address of
the node where the Interest is to be forwarded.

b) If the router has no intension to cache the content, it keeps the source IP
address of the received Interest unchanged but the destination IP address is
set as the IP address of the node where the Interest is to be forwarded.

Finally, the Interest is forwarded over all the faces of the matched FIB entry.
The processing of CCN Interest mentioned above allows the router to only

take the CCN-defined reaction to the arriving data that it is ready to cache. It is
because that the router is transparent to both its upstream node and downstream
node in the sense of CCN routing supposing that the source address of the
forwarded Interest is not set as its own IP address.

Then, as the requested CCN data arrives, there will be two consequences: the
router deals with the received data in the CCN-defined way and the source IP
address of data is set as the router’s IP address given that the data was cached.
Otherwise, the source IP address of the data remains unchanged and it is treated
as the normal IP packets without any CCN operations in the router.
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User/App supplied name Code-Face Pair

(b) Remote Code Table

Fig. 4. Table for Header Reduction

3.2 Header Reduction in CCN Data

The header reduction method in our solution compresses the name of the CCN
data by replacing the URL-like identifier with an integer understandable to up-
stream node and downstream node. It is used in the CCN data delivery between
the CCN routers.

In our method, as the downstream CCN router receives a CCN data with the
URL-like name, it may generate an integer ranged from 0 to 216 −1 to represent
the User/App supplied name in the Content Name (in Fig. 3). The generated
integer is locally unique in the downstream node. A table, termed as Local
Code Table (LCT), as in Fig. 4(a), that records the mapping between the
integer and User/App supplied name is maintained in the downstream router.

Since the mapping entries in LCT needs to be known to the upstream router as
well, the dedicated message called as Code Notification Message (CNM) is
sent from the downstream node to the upstream node for LCT duplication that is
known as Remote Code Table (RCT). As shown in Fig. 4(b), considering the
upstream router may have multiple downstream routers for the dissemination of
same data piece, the codes oriented to various faces, namely downstream nodes,
should be differentiated in RCT.

The arrival of CNM triggers the upstream router to update its RCT and
replace the User/App supplied name in the follow-up data packets composing
the same content with the integer announced in the message. Thus, the CCN data
with the reduced header appears as Fig. 5 where the component of Versioning
& Segmentation is identical to that defined in CCN.

After receiving the CCN data with the reduced header, the downstream router
looks up its LCT with the code in the data header. If there is matched entry,
the data can be processed in the CCN way. Otherwise, the downstream router
has to abandon the data and send a message, called as Code Error Message
(CEM) where the invalid code is notified, to the upstream router, which then
guides the upstream node to remove the invalid entry in its RCT.

The received data can be cached in the router’s buffer with the reduced header
as well. Upon further forwarding it, the router should lookup its RCT with the
User/App supplied name indicated by the code in the compressed data header.
The User/App supplied name is easily available to the router due to the mapping
recorded in its LCT. If there is matched entry, the code originally contained in
the data header is set as that indicated in the matched RCT entry. Otherwise,
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Code / Versioning & 
Segmentation

Fig. 5. CCN Data with Reduced Header

the content name in the data header is expressed by the User/App supplied
name instead of the code.

The router can optionally decide whether to delete some entry in its LCT
given the finite code length (i.e. 16bits). The removal of the LCT entry makes
the router to send the Code Deletion Message (CDM) to its neighboring
CCN routers to inform the removed pair of <code, User/App supplied name>.

Although there are several messages introduced in our method, the router can
avoid the frequent message exchanges by previously setting up the mappings
between the code and User/App supplied name for the popular content in its
LCT and notifying them to its upstream node.

While it is feasible to reduce the CCN data header by delivering it using the
UDP protocol [6] where the content name can be replaced as the UDP port
number, it can only save the network bandwidth but at the expense of introduc-
ing the complicated adaption of CCN data into the UDP segment. Especially,
there is a potential competence between the CCN data and other existing UDP
applications for the limited port numbers resource. However, our method can
make the efficient use of the system resource by relying on the single UDP port
dedicated for CCN communication in the architecture of CCN over UDP.

It is known that in-packet Bloom Filters [9] can also be used to reduce the
data header. But the functions of Bloom Filters should be globally defined in
such solution, which sets the barrier for its increasing deployment in the large-
scale network. In comparison, our method just requires the negotiation between
the routers neighboring to each other rather than the global coordination.

3.3 Integration of Two Proposed Methods

The two proposed methods can be used either together or individually in the
CCN architecture. As the enhanced CCN Interest and data processing operates
together with the header reduction method, the data delivery based on the com-
pressed header is only implemented between the CCN routers where the data
is to be cached. The intermediate routers without the need of caching can still
take the traditional IP-policy reaction to the received CCN packets and there
are no any operations relevant to the header reduction in these routers as well.
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4 Simulation and Discussion

To have some basic indications of the efficiency in our solution, in terms of
router’s processing load, buffer space consumption and network bandwidth us-
age, we have run some early ns-2 simulations.

The simulation scenario is illustrated in Fig. 6. The content source dissem-
inates the content item (i.e. a video clip) composed of the 1000 data pieces
each with 1KB in length to the client along the path concatenated by 5 content
routers. Each router caches the CCN data passing by it with the probability d.

In our simulation, we firstly focus on the router’s processing load at the CCN
layer that is evaluated as the amount of operations on the received CCN data
packets. Then, the router’s buffer space and the network bandwidth consumed
by the CCN data header are measured.

Fig. 7 illustrates the router’s processing load occurring in the CCN approach
and our proposal. It is observed that the router running the CCN approach
deals with all the data pieces even it does not cache some of them. However,
our solution just has the router process the data pieces cached in its buffer.
Therefore, there is increasing reduction on processing load in our scheme with
the falling cache probability d.

The router buffer space occupied by the content name of the cached data
pieces is evaluated in Fig. 8. With the assumption that the content name is
defined as the URL-like string with 50 bytes where 45 bytes constitute the
User/App supplied name and 5 bytes represent the Versioning & Segmenta-
tion, our solution yields the reduction of the buffer space consumption by 86%
in comparison to the CCN approach. The reduction comes from the fact that we
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use the 2-byte code to represent the User/App supplied name originally defined
in CCN. The improvement is still obvious even taking into account the memory
used by the LCT and RCT introduced in our solution because the space occu-
pied by these tables is much less than those accommodating User/App supplied
name component in tens or hundreds of data pieces.

The network bandwidth consumed by the content name of data pieces is mea-
sured as the total size of the User/App supplied name components sent from the
content source in Fig. 9. In order to take the insight into the impact of the con-
tent name on the network resource consumption, we illustrate the performance
curves with different numbers of data pieces constituting the content item that
are denoted by the X-axis in the figure where we still hold the assumption made
in Fig. 8. It is noticed that our solution saves more network bandwidth as more
data pieces are sent from the content source.

5 Conclusion

The CCN architecture presented in [6] is known as one of the promising can-
didates of building the future content centric network. However, it may require
the potentially respectable resource consumption when operating as the overlay
of the existing network architecture such as IP network. In this paper we have
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presented the solution constituting of two methods that can handle the CCN
packets in the resource efficient way. The first method lessens the processing load
of the router by making the router to avoid handling the data not to be cached
in its buffer. Its principle is to configure the source and destination address in
the underlying transmit unit (i.e. IP packet) encapsulating CCN packet based on
the router’s decision of caching CCN data. The second one replaces the URL-like
content name in the CCN header with an integer to reduce the buffer size and
network resource consumption. Two tables recording the mapping between the
integer and the content name are defined to enable the proposed method can be
performed locally without any global cooperation in the network.

In order to evaluate the solution, we created the extensive simulation based on
ns-2. The simulation results disclose that our solution can alleviate the processing
load in the router especially when the router caches less data in the buffer.
The simulation also confirms that there is obvious reduction in the buffer space
and network bandwidth consumption in the network with the massive content
dissemination.
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Abstract. Networking Named Content (NNC) was recently proposed as
a new networking paradigm to realise Content Centric Networks (CCNs).
The new paradigm changes much about the current Internet, from secu-
rity and content naming and resolution, to caching at routers, and new
flow models. In this paper, we study the caching part of the proposed
networking paradigm in isolation from the rest of the suggested features.
In CCNs, every router caches packets of content and reuses those that
are still in the cache, when subsequently requested. It is this caching
feature of CCNs that we model and evaluate in this paper.

Our modelling proceeds both analytically and by simulation. Initially,
we develop a mathematical model for a single router, based on continuous
time Markov-chains, which assesses the proportion of time a given piece
of content is cached. This model is extended to multiple routers with
some simple approximations. The mathematical model is complemented
by simulations which look at the caching dynamics, at the packet-level,
in isolation from the rest of the flow.

Keywords: Content-Centric Networks, Packet Caching, Markov Chains.

1 Introduction

The Internet today operates in a machine-resolution fashion, that is to say, con-
tent is accessed via requests to given hosts. However, the user is not usually
interested in a host, but in specific content. Users are essentially interested in
content-resolution, or service-resolution. Recently, the influential paper [8] in-
troduced the Networking Named Content (NNC) overlay paradigm as a means
to realise Content-Centric Networks (CCN). The paper suggests numerous ar-
chitectural changes to networks based upon the CCN paradigm. For example,
according to the NNC approach, names are hierarchical, can be aggregated, are
structured, and also human-readable, at least to a certain extent. The approach
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also brings certain security benefits with named content being signed and se-
cure. The present paper models just one of those proposed changes: the caching
strategy used in CCN. This is modelled in isolation from the other propos-
als within [8], i.e., security, content-resolution scalability and routing are sub-
ject to different modelling and evaluation approaches and therefore, of different
studies.

The NNC scheme proposed in [8] changes the whole Internet flow model
from a sender-driven, TCP-like buffering/congestion controlled environment to
a receiver-driven, caching (instead of buffering) scheme. In particular, by ex-
ploiting the fact that each data packet can now be identified by name, CCN can
take advantage of forwarding the packet to many interested recipients. That is,
instead of buffering a packet until it is forwarded to the interested user and then
discarding it, as happens today, CCN first forwards the packet to the interested
user and then “remembers” the packet, until this packet “expires” [8].

The “remembering” and “expiration” of packets is accomplished using caching
techniques at the packet level. The model requires that every CCN-compatible
router is equipped with a cache, which holds all packets for some amount of
time; in [8] and in the present study, Least Recently Used (LRU) policies [10]
are used, but alternative designs are also possible. If two or more subsequent
requests for the same content arrive before the content expires at any one of the
routers/caches along the way, the packet is forwarded again to the new interested
user, instead of having to travel back to the content server to retrieve it. Clearly,
this will benefit popular content (e.g., reduced delivery delay) and will reduce
network resource requirements (e.g., bandwidth and server load).

In this study, we focus on the new flow model introduced in [8] and attempt to
quantify the potential gains that the paradigm shift will bring with it. To achieve
this goal and in order not to violate the semantics in [8], we study the caching
part of the CCN paradigm isolated from the rest of the proposed architecture.
We carry out a packet-level analysis, instead of a flow-level one, since it is our
opinion that given the totally unexplored research field, investigations on packet-
level dynamics should precede flow-wide conclusions. This study attempts to
determine how long a given packet, which is referred to as the Packet of Interest,
PoI, remains in any of the caches along the path from the user back to the server
(i.e., not in a single cache), given a system topology and rates of requests. The
contributions of the present study to this new field of research are as follows: an
analytical model is developed for a single and then multiple caches; the validity
of various modelling assumptions is discussed and a Monte-Carlo simulation is
used to check some assumptions; a Java model is built based upon the analytical
model; this is compared against model-simulator results from ns-2.

Our findings indicate that, as expected, there is a clear network-wide perfor-
mance gain for popular content, but this gain: i) goes down to almost zero for
unpopular content and this will be the more common case, ii) depends heavily
on the size of the router-cache and iii) is different between routers distant from
the original server of the data and those close to the server.
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1.1 Macro- vs. Micro-caching

Strategic content replication techniques to reduce response time and the amount
of network resources (e.g., bandwidth and server load) needed to send the content
back to the user have been investigated in the form of i) Web Proxy Caching
(e.g., [15] [3], [7]) and ii) Content Delivery Networks (CDNs) (e.g., [13]).

In both cases, the issue of utmost importance is the choice of the best possible
network location to (either statically or dynamically) replicate content. In the
case of Web-Proxy caches, the ISP is responsible for deciding where to replicate,
while in the case of CDNs, this role is taken by the corresponding company that
owns the network of surrogate servers. In both cases, however, the location of
the proxy/surrogate server is always known and fixed in advance.

Furthermore, IP-multicast has been proposed and investigated (e.g., [14], [6])
to serve multiple users that are simultaneously interested in the same content.
However, IP-multicast serves users that belong to the same group only and are
prepared to receive all of the content that the group wants to receive (i.e., not
necessarily the parts of it that individual users are interested in).

CCNs, as proposed in [8], constitute the conceptual marriage of the above
technologies, but in the “micro-level”. We classify Web-Caching and CDNs as
“macro-caching” approaches, since they target caching of entire objects, be it
web-pages, or entire files; we consider CCNs as a “micro-caching” approach, since
caching here is done at the packet-level1. Moreover, in the above technologies
the setup is fixed and predefined. In contrast, in CCNs content is cached and
multicast “on-the-fly”, wherever it is requested or is becoming popular.

1.2 Single- vs. Multi-cache System Modelling

Web-caching and the properties of the LRU (and other similar) replacement
policies have been extensively studied in the past, e.g., [1,10,9]. However, most
of these studies focus either on single caches, e.g., [10], or chains of well-known
and pre-defined caching points [3]. These studies can model many issues in detail,
such as the correlation between subsequent requests, the request frequencies of
the various packets in the system and the cache size [11,10,9].

Generally speaking, single-cache modelling has to consider mainly: i) the num-
ber of requests for a specific content at a specific cache, ii) the number of requests
for other contents at this specific cache, iii) the size of the cache and iv) corre-
lations between packet requests.

According to the authors in [8], “CCN caches are the same as IP buffers, but
have a different replacement policy”. Trying to model multi-cache systems, where
no hierarchy ([3]) exists is not trivial. The problem of modelling the caching
system now comprises a multi-dimensional problem, where the above parameters
still have to be considered, but they need to be considered simultaneously for all
the routers/caches along the path from the content client to the content server.
1 In fact, CCN [8] uses the term “message” to refer to both interests (request for

data) and “content” (the data itself). Here we are specifically looking at the caching
of addressable data messages. Whether multiple packets fit in one “message”, or
multiple “messages” fit in one packet does not affect much our modelling herein.
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For example, there is some pre-existing work on multiple cache situations. In
[3], the authors develop models that apply to LRU caches which are two levels
deep (that is, one cache feeds into a second cache). In [5] and [16] the authors
develop a system which can approximate cache miss ratios for hierarchical cache
systems using a solution which converges to a solution iteratively. However, the
complexity for a single cache is O(KB), where B is the buffer size and K is
the number of independent items that have distinct access possibilities. There
remains a need for a simple approximate model to estimate loss rates on a system
when both B and K may be extremely large. This is where we focus on in this
study. We propose a single-cache model, which is simple enough in order to
remain valid when extended to multiple caches along the end-to-end path.

The model works from the point of view of estimating how long a particular
content packet, the Packet of Interest, PoI, remains in any of the caches along the
path. It outputs the proportion of time that PoI is nowhere cached, essentially
reflecting the cache miss ratio for PoI.

2 Modelling CCN Using Markov Chains

2.1 A Simple Model for a Single Router

Assume that for a single router requests for the PoI arrive as a Poisson process
with rate λ. Whenever such a request arrives, it moves this packet to the top slot
in the cache. Assume that requests which will move the PoI further down the
cache (either requests for packets not in cache or requests for packets in cache,
but further down than the PoI ) also arrive as a Poisson process with rate μ.

This process can be simply modelled as a continuous time homogeneous
Markov chain, where the state of the chain represents the exact slot that the
packet currently occupies in the cache. Number the Markov chain states as fol-
lows. State 1 is when the PoI is at the “top” of the cache (just requested), state
N is when our packet is at the bottom of the cache (any request for a packet not
already in cache will push our packet out of the cache). State N + 1 represents
the state where our packet is not in the cache. The chain and cache are shown
in Fig. 1 (left).

All states (except state 1) have a transition to state 1 with rate λ (another
request for the packet arrives and the packet moves to the top of the cache). All
states i in 1 ≤ i ≤ N have a transition to state i+1 with rate μ (a packet arrives
which moves our packet lower in the cache).

Now let π = (π1, π2, . . . , πN+1) be the equilibrium probabilities of the chain
– these have the simply physical interpretation of being the proportion of the
time the PoI spends at that cache position (or for πN+1 the proportion of the
time the packet is not in cache). The chain can be trivially shown to be ergodic
and hence, these probabilities exist for μ, λ > 0 and finite N .

The balance equations can be easily solved to give πi = λ
μ

[
μ

μ+λ

]i
for i < N +1

and

πN+1 =
[

μ

μ + λ

]N

. (1)
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Fig. 1. Models for a single cache (left) and two caches (right)

This equation gives the proportion of the time that the PoI is not in cache (and
also the proportion of requests for the PoI that get a cache miss). Naturally, the
proportion of the time our packet gets a “cache hit” is one minus this. Therefore,

the mean rate of requests that propagate upstream is: λπN+1 = λ
[

μ
μ+λ

]N
.

The next question is how can this be extended for the onward process when
there are multiple caches in the system. The situation is shown in Fig. 1 (right).
Router R1 has N1 memory slots and R2 has N2 memory slots. The notation F (x)
means an arrival process (not necessarily Poisson) with a rate x. The processes
F (λi) and F (μi) are Poisson by assumption. The remaining processes F (φi) are
those requests for the packet of interest corresponding to cache misses in router
Ri. These onward processes can be shown to have a phase distribution (see
[12] for a general discussion of the phase distribution) derivable from a simple
transform to the chain transition probabilities but it is not analytically tractable.

2.2 Modelling the Multiple Router System as a Markov Chain

Consider again the diagram of two CCN routers in Fig. 1 (right). Note, however,
that from (1) we have that the rate φ1 = λ1γ

N1
1 , where γ1 = μ1/(λ1 + μ1) –

the rate of requests passed upstream from router R1 for the PoI is the rate of
incoming requests times the proportion of time spent in the cache miss state.
This trivially follows since the Poisson arrival process at rate λ1 is memoryless,
so a proportion γN1

1 of them are passed upstream. The total arrival rate at router
2 is λ1γ

N1
1 + λ2, call this λ′

2.
Now the question is what proportion of the time is the packet in cache at

R2. The proportion of time at R1 is still given by (1). The problem can again
be formulated as a Markov chain, this time with states numbered in N1 × N2,
where the state number (i, j) refers to the position of the packet of interest in
cache at R1 and R2, respectively. If i = N1 + 1, then the packet is not in cache
at router R1 and if j = N2 +1, then the packet is not in cache at router R2. Let
π(i,j) be the equilibrium probability that the PoI is in state i at R1 and state
j at R2. Let π(i,•) =

∑
j π(i,j) be the equilibrium probabilities of the states of

R1, independent of R2. It can be trivially shown that these are exactly those
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probabilities as for the single router model – that is, the presence of the second
router does not affect the first as expected. Calculating π(•,j) =

∑
i π(i,j) has

proved more difficult and the only result obtained so far is that

π(•,1) =
λ′

2 − λ2C/(μ2 + λ2)
μ2 + λ′

2 − C
,

where λ′
2 is the adjusted arrival rate discussed earlier and

C = λ1

[
(μ1/(λ1 + μ1))N1 − (μ1/(λ1 + λ2 + μ1 + μ2))N1

]
.

From this we can see that C is positive and that π(•,1) will tend to π(•,1) =
λ′

2/(μ2+λ′
2) as N1 increases. This is the equation obtained when the non Poisson

nature of the arrival stream is ignored. It can be easily seen that C tends to zero
when N1 increases as both terms inside the brackets are less than one and raised
to a positive power.

For the other states, the Markov chain can be explicitly simulated (Monte-
Carlo simulation) and the proportion of time spent in each of the states explicitly
measured and summed to produce an estimate of the true equilibrium proba-
bilities. One million iterations are performed with results from the first half a
million iterations being discarded as “warm up”. To ensure convergence, small
values for N1 and N2 are used. The first simulation was with N1 = 6, N2 = 4
and λ1 = λ2 = μ1 = μ2 = 1.0. The results for π(•,j) were in agreement with
the Poisson approximation to within ±0.002. A more rigorous test is provided
when the value φ1 is high compared to λ2. Again with N1 = 6 and N2 = 4 the
theory is tested against experiment, but this time with λ1 = 100.0, μ1 = 10, 000,
λ2 = 0.1 and μ2 = 100.0. For these parameters, the agreement with the Poisson
assumption was weaker but all probabilities agreed within ±0.008. This was the
highest level of disagreement found with any of many sets of test parameters
tried. We also note that these tests are with N1 very low compared with the fig-
ures which will be used in real runs (small numbers of states were used because
Markov chains with fewer states converge better in Monte Carlo simulation).

This section, therefore, provides good evidence that a pair of CCN caches
feeding from one to another can be reasonably approximated by the simple
single cache model presented before. The low error rate in assuming that the
misses from one cache can be used as the input to a second (and the violation
of the Poisson assumption ignored) leads us to our final multiple router model.
In this model, the miss rates for the PoI are calculated by assuming that the
input rate to a router is a combination of the rates of requests made directly at
that cache and those cache misses passed upstream from previous routers.

2.3 Investigating the μ Process Further

In this section we investigate further the nature of the process μ. It is a subtle but
very important point that the PoI can be moved down the cache by two related
processes. The first possibility is that a packet arrives which is not in cache.
Assume requests for all other packets (cached or uncached) arrive at rate ν and
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that these arrivals are Poisson. However, not all arrivals of the rate ν will move
the PoI further down the cache. Split ν into νc and νn for those requests, which
are in cache and not in cache respectively – so the rate will sum to ν = νc + νn.
Arrivals in νn will always move the PoI further down (or out of) the cache,
if it is in the cache. Arrivals in νc will only move the packet further down the
cache, if they are requests for a packet which is at a lower cache position. For
example, if the PoI is at cache position n, a request for any packets in positions
1, . . . , n − 1 will not move the position of the PoI in the cache, but will simply
reshuffle those packets above it.

The next step is to assume that packets are equally likely to be found in any
position in the cache. This is an unlikely assumption in real life but allows us
to calculate an upper bound for the PoI cache miss rate. The reason this is an
upper bound will be discussed later.

With these assumptions the position of the PoI can again be calculated as a
Markov chain, but this time, the rate of moving from a state j to a state j + 1
is given by νn + νc(N + 1− j)/N , where the first part represents the arrival of a
request for a packet not in the cache and the second part represents the arrival
of request for a packet which is in the cache, in a position lower than the PoI
(currently in position j) – impossible if the packet is in position N and always
the case for a request for a packet in the cache, if the packet is in position 1.
The derivation of equilibrium probabilities πj can proceed in a similar manner
to the previous section, however, while λ remains the same, the μ is replaced by
νn + νc(N + 1 − j)/N .

With these assumptions then πN+1 = Γ [1+N(νc+νn+λ)/νc]
Γ [N+N(νc+νn+λ)/νc] , where Γ is Euler’s

gamma function. Now, using the well-known formula Γ [z+a]
Γ [z+b] = za−b[1 + O(z−1)]

then

πN+1 =
[

νc + νn

νc + νn + λ

]N [
1 + O

(
νc

N(νc + νn)

)]
[
1 + O

(
νc

N(νc + νn + λ)

)]
. (2)

The order terms become small as N becomes large, or as νc becomes small with
respect to νn. It should also be noted that the time spent out of cache must be
greater than if only the νn arrivals were considered. Therefore, the proportion

of time the PoI is not in cache is πN+1 �
[

νc+νn

νc+νn+λ

]N
when νn � νc (only a

small proportion of requests are in cache). In those circumstances, the fact that
the μ process in Section 2.1 is a good approximation for the model that takes
more careful account of whether arriving packets are in cache, or not and the
approximation μ = νn + νc can be used. In other words, the rate μ is equal to
the rate of requests for all packets other than the packet of interest (which is
requested at rate λ).

The question remains how (2) alters if the assumption is dropped that arriving
non PoI packets are equally likely to be at any position within the cache. This
assumption is true only when the non-PoI packets are requested with equal
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frequency. For non-equal distributions then the term νn + νc(N + 1 − j)/N
would always be larger for lower numbered states and πN+1 is hence smaller
than (2). No lower bound for πN+1 exists (indeed πN+1 can be arbitrarily close
to zero for a given νc, νn, N and λ). Therefore, (2) is an upper bound which
occurs in the case when non-PoI packets are requested with equal frequency and
the lower bound is zero. It is worth remembering, however, that the definition
of the μ process would, in that case, give the μ process an arrival rate near zero
(it is explicitly defined as the arrival rate of packets which move the PoI further
down the cache).

2.4 Summary of Mathematical Results

The reality of the Poisson assumptions may be questioned. It is well known for
example, that Internet traffic is long-range dependent (for a recent review see
[4]). However, that is the traffic process as a whole, not the process of requests,
which can look very different. Also, it may be argued that nobody knows what
traffic statistics in a CCN-based Internet would look like. Many request processes
(for example www, ftp and smtp) today can, in fact, be modelled perfectly well
with Poisson processes (e.g., Table 3 in [2]).

Section 2.1 showed a simple closed form solution when requests for the PoI
are Poisson with rate λ and requests which move the PoI further down the cache
are Poisson with rate μ. In Section 2.2, it was shown experimentally that certain
deviations from Poisson for the requests for the PoI make only small differences
to the proportion of time spent in cache. In Section 2.3 the assumption of Poisson
was relaxed slightly for the μ process by considering requests for packets in cache
and requests for packets not in cache separately, however, it was necessary to
make strong assumptions about the distribution of packets within the cache.
Further work in this direction would require an explicit model of the request
frequencies (heavy tailled models would be a good candidate). This would bring
the simple model presented here closer to those detailed single cache models
discussed in previous sections.

Finally, therefore, the single cache model of Section 2.1 can be used to model
a tree of caches by assuming that the misses from caches propagate towards the
original holder of the content and that requests for the PoI arriving at a cache
are a Poisson process with a total rate which is the sum of the rate of requests
directly to that cache and the rate of missed requests to all caches which directly
pass on to this cache. This situation is directly amenable to simple simulation
even for situations with many caches and large router memories.

3 Simulation Results

3.1 Scenario Setup and Parameter Settings

Two simulation models are evaluated. The first directly encodes the analyti-
cal model from Section 2, while the second model is developed on ns-2 and is
presented in Section 3.4.
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Fig. 2. Simulation Topologies: Simple and Extended Tree

Our first model takes as input the caching tree topology and, for each cache,
the values of λ (request rate for PoI ), μ (rate at which other requests move the
PoI down the cache) and N (cache size in packets). For simplicity, results are
presented in terms of the ratio λ/μ, referred to as the Content Popularity Ratio
(RCP ). The larger this measure is, the longer the PoI will stay in cache. For
each router the simulation outputs the Proportion of Time Not in the Cache for
the PoI from Eq. (1) and the proportion of requests that have to be forwarded
further on towards the content server, referred to as λOutput and given in Section
2.1. The two topologies tested are given by Fig. 2; here, we are interested in
scenarios where end-users request content from professional content-providers,
or data-centers, i.e., we are not interested in peer-to-peer scenarios.

It is reasonable to assume that routers which get more requests have more
cache and therefore reasonable to assume that μ is proportional to N . For sim-
plicity, the constant of proportionality is set to 1 for most results presented here,
unless explicitly stated differently. This reduces the number of parameters to test
in the system.

3.2 Scenario 1: Content Popularity and Cache Size

We initially assess the properties of requested content with regard to its popu-
larity, as CCNs were originally proposed to deal with popular content and flash
crowds [8]. This scenario uses the topology of Fig. 2(a) and experiments with
different values for RCP . Values for RCP range from 0.000125 to 0.01 – all of
these values represent very popular content but the experiment shows how the
popularity affects the time in cache. The buffer size N is set to 200 packets.

Fig. 3 presents the proportion of time the PoI is not in any of the caches along
the path. Two conclusions can be drawn from this scenario. First, unpopular
content spends very little time in the cache. This time is comparable to the
life-cycle of an IP packet in the forwarding buffer in the prevailing networking
model. This would be the case for most packets. Second, there is a clear difference
between caching times for popular content in the core and leaf routers. Caching
at the leaf nodes can reverse the expected effect on popular content nearer the
server with the data source. That is, more caching at the leaf leads to less caching
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Fig. 4. Scenario 1, Topology I - Cache Size

nearer to the data source for very popular content. (Note that the requesters and
the data sources are all likely to be “edge” nodes in traditional Internet terms).

We go one step further to investigate the cache-size properties of the CCN
paradigm. The buffers in small IP routers can serve the purpose of implementing
CCNs, but the gain against today’s end-to-end model will be marginal (i.e., even
popular content is going to be “forgotten” very quickly). Hence, bigger amounts
of memory may have to be considered in order to obtain gains from the paradigm
shift. Using the same settings as the previous simulation, and keeping μ = N ,
the cache size N is varied from 100 to 64,000 packets (rounding packet sizes to
1KB, this is 100KB to 6.4MB).

In Fig. 4(a), we see that for larger caches, even the less popular content has
the chance to stay cached for longer times, as would be expected. Above 6MB
of cache, even the less popular content is in cache at the leaf node for more than
50% of the time. Again, caching at leaf nodes has reduced the proportion of time
spent in cache nearer to the content source.

Fig. 4(b) shows the request rates for the PoI at each router (λInput) as well as
those requests passed upstream towards the content server (λOutput). The results
agree with Fig. 4(a) and confirm that leaf nodes are passing less traffic upstream
when caching levels are higher. This causes this specific content to become less
popular nearer the packet source (see Fig. 4(b)).
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Fig. 5. Scenario 2, Topology II

3.3 Scenario 2: More Complex Tree Topologies

Simulation is now carried out on the extended tree topology of Fig. 2(b). In this
scenario we apply different λs on each of the leaf routers. The purpose is to
evaluate heterogeneity in requests. The request ratios for PoI, λInput, together
with the corresponding output λs for each one of the participating routers, are
shown in Fig. 5(a). Fig. 5(b) shows the proportion of time that the PoI is not in
the cache for each of the caches of Fig. 2(b). Results are given for two different
cache sizes (0.2MBs and 3.2MBs). The RCP for the content of interest ranges
between 0.0001 and 0.005. We observe the following:

1. Even extremely popular content is “forgotten” quickly by routers near the
data source. Given a tree topology, similar to the one in Fig. 2(b) (a loose
reflection of the topology of the Internet), these servers nearer to the data
source receive many requests, much of which is for unpopular content. Given
that many requests have to be forwarded up the chain to the content server
– see Fig. 5(a), routers R1 and R2) – even popular content gets forgotten
quickly – see Fig. 5(b) routers R1 and R2.

2. Leaf routers “remember” popular content for longer time. In Fig. 5(a), we
see that λInput � 0.4 for router R22, while it is more than 0.8 for core router
R2. Although both routers forward upwards a fairly big percentage of these
requests, in Fig. 5(b) we see that the proportion of time not in cache for
router R22 still drops lower than for core router R2.

3. Larger cache sizes exaggerate point number 2 above, while leave point 1 un-
touched. In Fig. 5(b), we see that the proportion of time the PoI spends in
leaf caches increases with the cache size. The same is not true for routers
nearer the source as can be seen in the same Fig. for routers R1 and R2.

3.4 Scenario 3: Model Simulator vs ns-2 Simulations

The basic functionality of caching using the CCN paradigm [8] is implemented in
ns-2. Close approximations to the scenarios from the previous section were tested
to estimate the agreement between theoretical modelling and ns-2 simulation.
The full CCN paradigm as stated in [8] cannot easily be implemented in ns-2.
Some of the reasons why are listed below.
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– CCN Router. The structure of the CCN router influences several parts of
the networking stack. Several designs are possible. It is not clear yet, for
example, how traffic from different flows is multiplexed before it enters the
outgoing link.

– Cache Size. In case of small caches, similar to the IP buffers we have today,
the network-wide gain will be limited. On the other hand, larger caches will
increase the routers’ computational burden and will complicate the collabo-
ration between outgoing interfaces and the cache.

– Transport Protocol. The CCN router structure will influence massively the
design of the CCN transport entity. The initial proposal focuses on a receiver-
driven transport protocol [8]. Therefore, flow rate adjustments and retrans-
mission timers will have to be implemented on the receiver side. This
constitutes a role- and functionality-swap from the current situation. This
will heavily influence simulations and results at the flow level.

The experiments here attempt to minimise the above effects. The topology
used is that of Fig. 2(a); the setup includes a simple constant bit rate (CBR)
application over UDP that sends requests for 1KB-packet responses. By using
UDP and CBR the issues of implementing a CCN-friendly transport protocol
(which is yet to be defined) are avoided. Requests arrive as Poisson distributions
to the leaf routers R2, R3 and R4. The rate of request for the PoI over each
leaf node can be set and normalised against the total number of requests. This
is similar to the RCP defined in the previous section. However, the exact im-
plementation of μ is hard to achieve in a simulation environment – the effect of
the PoI being pushed further down the cache is achieved by requesting packets
other than the PoI, but here, the rate of requests equal to a given value of μ for
a given router will be a function of N . The cache size is a fraction of the total
number of packets in our pool; this fraction was initially set to 0.5. The simula-
tion time was long enough to guarantee statistically stable results2. Simulations
were carried out for different values of the cache-size fraction with regard to the
number of packets in our pool. Although these results are not presented here,
due to space limitations, we report that they follow similar trends.

Initially, RCP = 0.001 (for R2), RCP = 0.003 (for R3) and RCP = 0.01 (for
R4) and N = 200. Arrivals for other packets are set to a rate of 200 per unit
time, to approximate μ = 200. The ns-2 simulation outputs λInput and λOutput

as in the previous section.
Fig. 6(a) shows λInput and λOutput for each one of the routers involved. It

can be seen that simulation-routers tend to “forget” content more readily than
model-routers (i.e., NS λOutput is larger than the Model one). Indeed, even for
popular content (e.g., router R4), the simulation result shows “forgetfulness” of
around 30% more than the model result. Differences between the simulator and
the model were expected, because of the difficulties of tuning μ. However, it is
encouraging the fact that both show results, which are broadly speaking, very
similar. The curve shape for both simulations for λOutput follows the same trend.

2 This time varies depending on the RCP and the cache size.
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Fig. 6. Scenario 3: Model Simulator vs ns − 2

In Fig. 6(b), we increase the cache-size and observe the effect on λOutput for
the NS and the model simulator, respectively. For small cache sizes, the results
are largely in agreement, although there are small differences that cannot be
seen here due to the Fig. scale. These differences do not exceed the threshold
of 10%. As cache size increases to 3.2MB, the ns-2 λOutput follows the model-
simulator input, instead of the model-simulator output (i.e., λOutput). The results
are closer to the model-simulator when the cache size increases to 6.4MBs. The
disagreement between results in the 3.2MB case could again be attributed to
difficulties tuning the μ parameter. In the 6.4MB case, there is better agreement
between the results, due to the fact that there are very few cache misses for the
PoI (i.e., the proportion of time not in the cache for PoI is very small, as we
have also shown in Fig. 4(a)).

While the results from the two simulators are not directly comparable it is
clear they are giving the same indications about the systems being studied.

4 Conclusions

This paper approaches the unexplored area of Content-Centric Networking, pro-
posed in [8] from the viewpoint of a packet, or message (i.e., not a flow) and its
corresponding caching dynamics. The approach involved a Markov-chain analy-
sis, followed by model and ns-2 simulations. To the best of our knowledge, this
is the first study to investigate this new networking paradigm.

The analytical model presented for the caching system presents a simple and
tractable model for the time that a packet spends in cache. While the model
began with strong assumptions of Poisson behaviour, subsequent analysis shows
that many of these assumptions can be weakened and the analytical model re-
mains valid. By necessity, the ns-2 implementation made some simplifying as-
sumptions as the detailed protocol of a CCN network is as yet unknown. Results
from the model and the ns-2 simulation were in broad agreement, but with some
differences due to the different nature of the approaches.

In summary, the simulation findings indicate that: i) popular content tends to
be cached at the leafs of the network. Content servers may receive a large number
of requests for different content and hence forget more easily than leaf routers. ii)
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Sizing CCN caches is not a trivial task, since it depends on the distribution of arrival
rates and the flows of requests from upstream. Smaller cache sizes may bring very
little gain as only extremely popular content will spend significant time in cache.

Much future work remains to be done. The analytical model can be further
developed and in particular the nature of the μ parameter needs to be refined to
enable direct and fair comparison with simulation models. More features have to
be integrated in both the mathematical model and the simulators when mecha-
nisms for the transport layer are clarified in more detail and the router design
is further elaborated. This will allow a rich vein of future investigation for this
new networking research field.
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Abstract. Adaptive streaming is a promising technique for delivering a
high-quality video streaming experience. In this technique, the streaming
bit-rate is constantly adjusted in accordance to the variations in the un-
derlying network bandwidth conditions. A popular instantiation of this
approach is to extend traditional HTTP-based streaming. While several
such implementations are widely available, it is unclear how they perform
under a typical high-speed vehicular environment, wherein the wireless
bandwidth varies significantly and rapidly. In this paper, we seek to pro-
vide some insights on this issue through empirical experiments driven by
real-world wireless bandwidth traces collected from moving vehicles. Our
results suggest that, with appropriate parameter configurations, HTTP
adaptive streaming is an effective solution for delivering a high-quality
smooth streaming experience even under high-speed vehicular mobility.

Keywords: Adaptive streaming, HTTP streaming, Empirical
experiments, Vehicular mobility, Mobile computing.

1 Introduction

With the success of websites, such as YouTube and Vimeo, video streaming over
the Internet has become increasingly popular. A recent report [19] estimates
that the streaming media business will grow by 27% per year, generating over
US$78 billion in revenue in the U.S. alone over the next six years. Given the
widespread coverage of high-data rate Wireless Wide Area Networks (WWAN)
and the emergence of personal mobile devices with high resolution displays and
fast processing speeds (e.g., smartphones and tablets), multimedia streaming is
now one of the fastest growing mobile applications.

Till recently, video streaming technologies have mostly adopted the non-
adaptive approach, wherein the bit-rate and quality of the video are selected
prior to the start of the streaming, and fixed during a streaming session. This is
usually sufficient when the viewer is connected via a wired connection, which has
high and fairly stable bandwidth capacity. However, in the context of vehicular
mobility, where a viewer on a moving vehicle watches the video stream on a
mobile device (phone, tablet or laptop) connected to the Internet via a WWAN
connection, the non-adaptive solution may not be optimal. This is because, the
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WWAN bandwidth conditions in such an environment fluctuate significantly,
even across smaller time scales. This is due to the heterogenous radio charac-
teristics and WWAN network load conditions at different locations as a vehicle
makes its way along the route [7]. The ensuing bandwidth fluctuations in such
a dynamic environment can seriously compromise the QoS experienced by tra-
ditional streaming applications. For example, during a live streaming session, if
the WWAN bandwidth suddenly drops significantly below the selected streaming
rate, the video viewer can suffer from noticeable “glitches” caused by frame loss
or frequent pauses in playback caused by the exhaustion of the playout buffer.

To mitigate the effect of the bandwidth dynamics and achieve the smooth
streaming experience, adaptive streaming is emerging as the promising solu-
tion [2–4, 9–12, 16, 18, 20]. In adaptive streaming, the streaming servers and/or
clients constantly monitor real-time end-to-end network conditions. Based on
this information, the video bit-rate and quality are dynamically adjusted to
adapt to the changes in underlying network conditions. As a result, adaptive
streaming delivers a better quality video stream as compared to conventional
non-adaptive approaches. The principle of adaptive streaming has been incor-
porated with traditional streaming protocols, such as RTSP [11], and evaluated
in various prior works [16, 18, 20]. However, due to the popularity of using
HTTP in video streaming, the common trend in the industry is to use adaptive
HTTP progressive download [2–4, 9–12]. Several such products have even been
released by Move Networks, Microsoft, Adobe and Apple. Despite the popularity,
a comprehensive empirical evaluation of HTTP adaptive streaming is lacking. In
particular, the performance of the HTTP adaptive streaming under high-speed
vehicular mobility has not been reported.

Our goal in this paper is to address the above issue and empirically evaluate
the performance of HTTP adaptive streaming under vehicular mobility. How-
ever, conducting “live” experiments in which the streaming client operates on
a mobile device connected to a WWAN network and travelling in a vehicle has
several problems. To comprehensively evaluate the effect of varying certain pa-
rameters on the streaming performance, we would need to make separate trips,
each with a different value of the parameter. However, the WWAN network
bandwidth is known to vary from trip to trip [21]. As such, it would be impossi-
ble to study the effect of changing parameters in isolation. Further, conducting
sufficient tests with statistical reliable results would require making a large num-
ber of trips, which is prohibitively expensive in man hours and monetary costs
(fuel and WWAN bandwidth subscription). In this paper, we have hence opted
to conduct the experiments in a controlled lab environment, but using “real”
WWAN bandwidth traces that are empirically collected from a moving vehi-
cle. In our experiments, we report the performance of HTTP adaptive stream-
ing under the effect of various parameters, such as buffer threshold and video
chunk size. Our results show that adaptive HTTP streaming is effective in react-
ing to the widespread fluctuations that are inherent in vehicular mobility and
ultimately achieving an improved viewer experience by over four-fold. Based
on our evaluations, we make recommendations on suitable values of the key



94 J. Yao et al.

parameter settings for achieving optimal performance, which can be of use to
industry practitioners.

The rest of this paper is organized as follows. Section 2 discusses the back-
ground and related works. In Section 3 we present the vehicular measurement
campaign for collecting the bandwidth traces used in this paper. We present the
setup of our trace-driven experiments in Section 4. The findings of our experi-
ments are presented in Section 5. Section 6 concludes this paper.

2 Background and Related Works

In this section, we review the state-of-the-art in multimedia delivery in the In-
ternet. We start with the discussion on the traditional non-adaptive streaming
approaches. Then we discuss the emerging adaptive techniques with a particular
emphasis on HTTP adaptive streaming.

2.1 Non-adaptive Streaming

Most traditional streaming services rely on specialized protocols that are specif-
ically designed for streaming. RTSP (Real Time Streaming Protocol) [17] is a
typical example of such protocols. After a streaming session has been established,
the media file is sent as a stream of small fixed-sized packets. The server usually
sends enough data to fill the client’s buffer (typically less than 10 seconds). This
traditional streaming approach can be used to stream both on-demand and live
video. However, it requires the deployment of dedicated media servers and uses
special ports. This may have issues with scalability, caching and penetrating
client firewalls [11]. Another popular method for video steaming is HTTP pro-
gressive download. The idea is similar to a normal file download from an HTTP
server. The only difference is that the video can be simultaneously played back
while it is being downloaded. This also means that even if the user pauses the
media, the server will continue sending data until the whole file is downloaded.
Note that, this differs from the first approach explained earlier, where the server
stops transmission of packets if the client buffer is filled. The apparent draw-
back of the HTTP method is that if the user decides to terminate the session,
then all stored (but un-viewed) video in the buffer is discarded, thus wasting
the bandwidth that was used up in transferring this data. In addition, a signifi-
cant disadvantage of HTTP progressive download is that it cannot support live
streaming, as the size of the entire video is predetermined and fixed during the
streaming session [11]. However, the HTTP approach is a cost-effective solution
for on-demand video delivery, as it reuses the existing HTTP caches/proxies
without the need for specialized servers. Also, the use of HTTP protocol elim-
inates the issues with firewalls [4, 11]. Nowadays, most popular video sharing
websites, e.g., Youtube and Vimeo, exclusively use this approach.

Both of the aforementioned techniques are non-adaptive, in that the streaming
quality and bit-rate remain unchanged during the entire duration of the stream-
ing. The choice of these parameters is either determined automatically or based
on the user’s preference at the start of the session. This may serve well in the
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stationary and wired network environment, where the bandwidth is relatively
constant. However, in the context of vehicular mobility (which is the focus of
this paper), the wireless bandwidth is known to fluctuate significantly as the ve-
hicle changes its location. Hence the non-adaptive approach can be significantly
affected by the bandwidth fluctuations and leads to jerky video playback and
ultimately impacts the user viewing experience (see results in Section 5.1).

2.2 Adaptive Streaming

In contrast with the traditional methods, adaptive streaming allows dynamic
adjustments in the streaming bit-rate (and quality) to adapt to the varying end-
to-end bandwidth conditions, during a live session. Figure 1 illustrates a typical
scenario. An adaptive streaming server hosts the videos that have been encoded
at various bit-rates. These files are created by encoding the same source video
multiple times by varying the quantization and frame rate settings, or using ad-
vanced encoding techniques, such as Scalable Video Coding (SVC) [10]. Each of
the encoded video streams are then partitioned into a sequence of small “chunks”,
e.g., Group of Pictures (GoP), which can be decoded independently [10]. Since
the video chunks partitioned under different qualities are synchronized, there are
various bit-rates available for each video chunk. During streaming, the server can
seamlessly switch the streaming quality by using different bit-rates for each video
chunk. For example, the server can switch to sending chunks with lower bit-rate
when it detects that the available bandwidth reduces, thus gracefully degrading
the viewing quality. Note that, the adaptive principle can be readily applied to
both streaming-specific protocols and HTTP streaming.

Prior works [16, 18, 20] have proposed mechanisms for implementing adaptive
streaming by extending traditional streaming protocols. The basic concept in-
volves the server and/or client relying on some rate control algorithms/protocols
to infer the actual bandwidth conditions. Based on this estimate the server se-
lects the next chunk with the appropriate quality from the choices available. Dis-
cussion on several such rate adaptation algorithms have been proposed [8, 10].
In general, the network conditions are inferred in response to the changes in
observable metrics, such as the occupancy of video playout buffers or certain
end-to-end network parameters (i.e. delay, packet loss and throughput).

Due to the advantages mentioned in Section 2.1 of using HTTP in video
delivery, HTTP-based adaptive streaming has drawn significant interest in the

Encoder
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Streaming
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Feedback

512Kbps

64Kbps Different quality
encoded streams

Video Source

Internet

Fig. 1. Adaptive video streaming in a vehicular mobility scenario
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industry. In HTTP adaptive streaming, the entire video streaming is split into
many small progressive downloads, wherein each HTTP transaction delivers one
video chunk to the client. After a session is established, the server returns a
manifest file to the client. The manifest file lists the available bit-rates (typically
4-5) for each video chunk [4, 11]. On receiving each chunk, the client measures
the throughput to estimate the end-to-end bandwidth conditions. Based on the
estimated bandwidth and playout buffer conditions, the client determines the
suitable bit-rate and requests the appropriate video chunk through a HTTP
GET request. Note that, since each video chunk is individually encoded and
transmitted, the streamed video sizes can be unbounded. Thus, unlike its prede-
cessor (HTTP progressive download), HTTP adaptive streaming also fully sup-
ports for streaming live events. Recently, Adaptive HTTP Streaming (AHS) has
been integrated into the 3GPP Transparent end-to-end Packet-switched Stream-
ing Service (PSS) [2]. 3GPP AHS also has been adopted by Open IPTV Forum
(OIPF) as the core component of their adaptive streaming solution [14]. MPEG
is also drafting a new standard called Dynamic Adaptive Streaming over HTTP
(DASH) [9]. Driven by the popularity, commercial HTTP adaptive streaming
products, such as Move Networks [12], Microsoft Smooth Streaming [11], Apple
HTTP live streaming [5] and Adobe Dynamic HTTP Streaming [3], have been
made available. This technique has been successfully used by NBC in broadcast-
ing the Beijing Olympic Games in 2008 [11].

The performance of the non-HTTP adaptive streaming techniques have been
evaluated and studied in previous works [16, 18, 20]. However, evaluations were
conducted using simulations with synthetic bandwidth data. Despite the popu-
larity, a detailed empirical evaluation of HTTP adaptive streaming is lacking, to
the best of our knowledge. In this paper, we intend to fill this gap and investigate
the performance of HTTP adaptive streaming under vehicular mobility.

3 Bandwidth Trace Collection

The goal of this paper is to evaluate adaptive HTTP streaming in a real-world
vehicular mobility scenario. The obvious approach is to implement a real client
and server and conduct live tests while driving. However, there are several prob-
lems in conducting such experiments. To comprehensively evaluate the effect of
changing certain parameters (such as playout buffer threshold, video chunk size)
on the streaming performance, we would need to make separate trips, each with a
different value of the parameter. However, it is known that the WWAN network
bandwidth can vary from trip to trip even when the successive trips are made
one after the other (see [21] for a detailed investigation on bandwidth variabil-
ity). As such, it would be impossible to study the effect of changing parameters
in isolation. Further, even if the bandwidth remained fairly stable across dif-
ferent trips, conducting all the tests that we have conducted in Section 5 to
achieve sufficient statistical significance would require us to make hundreds of
trips. Clearly, the amount of man hours and costs (fuel, WWAN subscription)
involved are prohibitively high to conduct such tests. Hence, we have opted to
conduct trace-driven evaluations in a controlled lab setting. For this, we use the
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(a) measurement setup (b) route trajectory

Fig. 2. Bandwidth measurements under vehicular mobility

empirical bandwidth traces collected from our previous wardriving campaign [21]
in Sydney. In the following, we briefly review the details of the campaign.

For the measurements, a simple client-server measurement system (further
details can be found in [21]) was developed using off-the-shelf hardware. The
server was housed in our lab at the University of New South Wales (UNSW). As
shown in Fig. 2(a), the client comprised of two Soekris Net4521 boards intercon-
nected via 10 Mbps Ethernet. The boards were enclosed in a protective casing
and housed in the boot of a car. Three PCMCIA cellular modems were housed in
the system. To enhance the wireless signal reception, the cellular modems were
connected to external antennas mounted on the car windshield. We measured
two HSDPA [1] networks and one iBurst [6] network. A Garmin GPS sensor was
connected to the system for recording the vehicle location.

We developed a lightweight packet-train utility to measure the WWAN band-
width. We refer readers to [21] for further details and validations. We collected
one bandwidth sample for approximately every 200m section of the route. The
samples are tagged with location coordinates and time, and stored in a reposi-
tory. On occasions, some bandwidth samples were missing due to burst packet
loss. To mask the effect of missing samples, we use the average bandwidth of all
raw samples collected within each 500m segment to represent the bandwidth for
the segment. Hence the granularity of the bandwidth traces is 500m.

We have collected bandwidth samples by driving the car along two repre-
sentative daily commuting routes in the Sydney metropolitan area. During the
eight-month measurement period, we have collected 75 traces of WWAN band-
width along both routes. Fig. 2(b) presents the trajectory of the route that is
used in this evaluation study. The chosen route (16.5 Km) runs from Sydney
CBD to Macquarie University (MQ). In our experiments, we use the bandwidth
traces from all 75 trips for one of the HSDPA networks.

4 Experiment Setup

The goal of this study is to evaluate the performance of HTTP adaptive stream-
ing under real-world bandwidth conditions in high-speed vehicular mobility. We
consider the scenario that a passenger in a vehicle watches a streaming video on
his mobile device (phone, tablet or laptop) while driving from location A to B.
We assume that the viewer watches the video for the entire trip.
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Fig. 3. Experiment setup

We implemented an adaptive HTTP streaming client-server prototype in
JAVA and conducted experiments using our empirical bandwidth traces in a
controlled lab environment (see discussions in Section 3). Figure 3 presents the
experiment setup. The experiment involves 3 Linux (Ubuntu 10.04) machines.
The HTTP server and video files are hosted at the server machine. The band-
width shaper emulates the bandwidth changes of the HSDPA link according to
the bandwidth trace files. The client initiates the streaming session and requests
video chunks using HTTP from the server as discussed in Section 2.2.

Since the wired links in the Internet and the HSDPA core network have suf-
ficiently high bandwidth and small delays as compared to the last-hop HSDPA
link, the server and the bandwidth shaper are connected via a static 100 Mbps
Ethernet link with a 10 ms propagation delay to represent the wired Internet.
The client and the bandwidth shaper are also physically connected with a 100
Mbps Ethernet link. However, in order to emulate the bandwidth changes as the
vehicle travels along its route, we use the system utility tc at the bandwidth
shaper to throttle the bandwidth of the link between the bandwidth shaper
and client. In each experiment run, we emulate one driving trip, wherein the
bandwidth shaper varies the bandwidth at each location according to the corre-
sponding empirical bandwidth trace for the trip (collected in Section 3).

For the video clip, we create a looping video (using the medium motion QCIF
sequence “Foreman” [10]) that lasts for 40 minutes, which is sufficiently longer
than the duration of all trips. Before the experiment starts, the video is pre-
encoded at 31 different quantization qualities (corresponds to bit-rates from 80
Kbps to 1 Mbps) using MPEG-4 codec. Note that, commercial products normally
use smaller number of bit-rates to save disk space and facilitate file management.
The encoded videos are partitioned into a series of equal size video chunks as
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discussed in Section 2.2. Note that, the size of a chunk is configurable [11]. In
Section 5.3, we will investigate the effect of using different chunk sizes.

At the beginning of a trip, the client initiates the session with the server.
The server sends the manifest file of the entire video to the client. This file con-
tains all (31, in our experiments) available bit-rates for each video chunk, which
can be used during streaming. The client always requests for the lowest bit-rate
available for the first chunk. On receiving a chunk from the server, the client
measures the instantaneous throughput of the chunk to estimate the bandwidth
conditions. The client determines the bit-rate (from those listed in the manifest
file) to be used for the next video chunk, based on the estimated bandwidth and
the occupancy of the playout buffer. Note that, all received video chunks will
be first stored into the playout buffer before being played back. Initially, the
buffered video needs to reach an initial playout buffer threshold bi before the
playback starts. Note that, rebuffering will occur whenever the playout buffer is
underrun. The playback will be paused until the buffer occupancy reaches bi. To
warrant seamless streaming, the simplest bit-rate selection strategy is to always
choose a chunk with a bit-rate that is lower than the current estimated band-
width. However, this can result in constant increase in the buffer occupancy,
if video chunk arrival rate is constantly greater than the playback rate. Exces-
sive buffering is not desired in adaptive streaming, as all un-viewed video in
the buffer is discarded, if the user terminates the session. This not only wastes
the available bandwidth for transferring the buffered data but also misses the
opportunity to deliver better quality video to the client, i.e., by using higher
bit-rates. Hence, commercial HTTP adaptive streaming implementations are
known to apply some flow control mechanisms to maintain a reasonable buffer
occupancy [4, 11]. However, the detailed mechanisms are proprietary. In this
paper, we have used a simple threshold-based scheme for this purpose. During
streaming, the client consults the buffer occupancy before selecting the bit-rate
of the next video chunk. When the buffer occupancy is lower than the threshold
bf , the client selects the highest bit-rate that is lower than the current esti-
mated bandwidth. Otherwise, the client selects the lowest bit-rate that is higher
than the current bandwidth. In this case, the arrival rate of the video chunks
is expected to decrease, since the selected bit-rate is greater than the available
bandwidth. We have assumed the buffer control threshold, bf = 1.5×bi. The co-
efficient of 1.5 was selected based on our pilot experiments (excluded for reasons
of brevity).

For evaluating the video quality, we use the Evalvid-RA framework [10], which
is well-accepted for evaluation of the quality of video transmitted over a real or
simulated communication network. During streaming, we log the necessary in-
formation at the server and client according to the framework. After the experi-
ment is finished, the log files are used to reconstruct the received video sequence.
Recall that, during instances of rebuffering, the playback is paused. For those
instances, we fill in the paused periods by copying the last played frame. The
similar approach is often used by media players to deal with lost frames. We use
the tools available from Evalvid-RA to process the source and received videos
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and generate the Peak Signal-to-Noise Ratio (PSNR) [10] for each frame. To
get better insights about the actual viewing experience, we estimate the Mean
Opinion Score (MOS) from the PSNR value for each frame. In particular, we
employ the empirical model [13] obtained for the specific Foreman sequence used
in our experiments,

ˆMOS = k × (a − b

PSNR
), (1)

where k = 0.56, a = 14.2 and b = 280.5. Note that, MOS ranges from 0 to 5. A
MOS of 5 suggests an “excellent” viewing experience, while 0 being completely
unacceptable. Hence the MOS was set to 0 for the frozen frames during buffering.

5 Experimental Results

In this section, we discuss our findings from the trace-driven experiments. As
discussed in Section 4, we calculate MOS to evaluate the viewer streaming expe-
rience. It is reported that humans can perceive a drop in the streaming quality,
when the MOS remains below 3 consistently for one second or longer [15]. We
refer to such an event as a video glitch. Clearly, reducing the number of glitches
experienced by a viewer directly improves the QoS of a video streaming session.
For understanding the effect of glitches on the viewing experience, we define a
metric, glitch duration, which measures the cumulative time over which glitches
occur during a session. Another important aspect of the user viewing experience
is the stoppages encountered due to buffering events. As such, we define two
metrics to evaluate the impact of buffering. The first metric is the total number
of buffering events encountered during a viewing session. The second metric is
the buffering duration, which measures the cumulative time when buffering oc-
curs during a session. Note that, the lower the values of the above metrics (glitch
duration, number of buffering events and buffering duration), the better is the
viewing experience. In the following, we first compare the performance of the
non-adaptive and the adaptive HTTP streaming schemes under vehicular mo-
bility. Further, we study the effect of important streaming parameters, i.e., the
buffer threshold and video chunk size, on the adaptive streaming performance.

5.1 Adaptive vs. Non-adaptive

We first investigate how HTTP adaptive streaming can cope with the bandwidth
fluctuations under high-speed vehicular mobility. For comparison, we also present
the results for non-adaptive streaming scheme. The non-adaptive scheme streams
at a constant target bit-rate of 420 Kbps, which is approximately equal to the
empirical mean HSDPA bandwidth observed from our traces. For the HTTP
adaptive scheme, we set both chunk size and buffer threshold bi to be 2 seconds,
which are the recommended settings in [11].

To gain insights into the behavior of HTTP adaptive streaming, we first
present the instantaneous bit-rate, buffer occupancy and MOS results as the
vehicle travels along the route during one particular trip in Fig. 4. We observe
similar results with the traces from other trips. Fig. 4(a) shows that the HSDPA
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Fig. 4. Microscopic behavior of adaptive and non-adaptive schemes during trip #65

bandwidth keeps fluctuating along the route. For example, the bandwidth drops
to 200 Kbps when the vehicle enters location #3, whereas in location #19-#21,
the bandwidth increases to 800 Kbps. As is evident, despite the variations in the
bandwidth, the non-adaptive scheme keeps sending at near constant bit-rate. At
location #3, the steady bit-rate stream overloads the link, which in turn leads
to congestion. Fig. 4(b) shows that in this instance, the non-adaptive scheme
causes repetitive occurrences of buffer underrun. Hence, a viewer experiences
jerky playback as the video pauses to re-buffer frequently. Note that, due to the
frozen playback during buffering, the MOS score drops to 0 as shown in Fig. 4(c).
In addition, when the HSDPA bandwidth increases between location #19-#21,
the non-adaptive scheme is not able to stream the video at a higher bit-rate, as
shown in Fig. 4(a). This wastes the opportunities of utilizing the extra band-
width available to achieve better picture quality. On the other hand, Fig. 4(a)
demonstrates that the adaptive scheme varies its bit-rate in accordance to the
bandwidth variations. This avoids congestion and draining the playout buffer,
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Fig. 5. Comparing adaptive and non-adaptive streaming

when the bandwidth drops, which in turn results in minimal re-buffering. For
example, we only observe 1 instance of buffering in location #3, whereas the
non-adaptive scheme leads to 3 such instances. When the available bandwidth
is high, the adaptive scheme is able to increase its bit-rate to achieve the best
quality streaming possible (e.g., in location #19-#21). Fig. 4(c) shows that in
these instances, the MOS of the adaptive scheme is significantly higher than that
of the non-adaptive. Note that, the higher MOS directly implies better picture
quality. Observe that, occasionally the bit-rate of the adaptive scheme exceeds
the available bandwidth. This is due to the buffer control mechanism used in
our implementation (i.e., increase the bit-rate when the buffer reaches bf ).

The above microscopic analysis of a particular trip reveals that the adaptive
approach can effectively reduce the buffering when bandwidth drops and utilize
the available bandwidth when bandwidth increases. The mean results over all 75-
trip experiments are shown in Fig. 5. Note that, the average duration of a session
is about 25 minutes. Fig. 5(a) shows that the adaptive scheme effectively reduces
the glitch duration by over 50% as compared to the non-adaptive scheme. More
significantly, the number of buffering occasions (Fig. 5(b)) and the buffering
duration (Fig. 5(c)) is reduced by 80% and 70%, respectively.

5.2 The Effect of Playout Buffer Threshold

In this set of experiments, we study the effect of playout buffer threshold bi

on HTTP adaptive streaming. Recall that, in the previous experiments (Sec-
tion 5.1), bi was set to 2 seconds. Fig. 6 shows the mean results for all three
metrics averaged over all 75 trips. Observe that, the glitch duration decreases
when a larger bi is used. This is because a larger bi allows storage of more video
into the buffer, hence better absorbing the bandwidth variations along the route.
Fig. 6(b) shows that by setting bi greater than 6 seconds, the number of buffering
events reduces to about only 1 per trip, which is simply due to the initial buffer-
ing at the start of the session. This shows that, by using a small buffer of less
than 10 seconds, HTTP adaptive streaming can achieve a near un-interrupted
streaming experience during a vehicular trip. However, even though the number
of buffering event reduces, Fig. 6(c) shows that using a bi greater than 4 seconds
does not further reduce the buffering time. This is due to the fact that by us-
ing a larger bi, a viewer generally spends more time for the initial buffering at
the beginning of the trip. This effect is shown in Fig. 7. Further, using a larger
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playout buffer can also be an issue for memory constrained mobile devices, such
as mobile phones. As a result, the buffer threshold needs to be carefully tuned, so
that it would not lead to lengthy buffering and memory issues, while effectively
smoothing out the bandwidth variations under vehicular mobility.

5.3 The Effect of Video Chunk Size

The video chunk size is also an important parameter in HTTP adaptive stream-
ing. Recall that, each video chunk is stored as an individual file on the HTTP
server. Since multiple bit-rates are available for each video chunk, a small chunk
size such as 2-second can result in tens of thousands of small files for an hour-long
video. This can pose file management issues for video content distributors [11].
Thus, larger chunk sizes are recommended [4]. However, the large chunk size
setting may not be sufficient to adapt to the rapid bandwidth fluctuations en-
countered in vehicular mobility. To understand the effect, Fig. 8 plots the mean
results for all the 3 metrics as a function of the video chunk sizes (with a 2-second
buffer threshold). Clearly, the glitch duration (as in Fig. 8(a)) increases signifi-
cantly with the increase in the chunk size. Note that, using a larger chunk size
requires more time to transfer each chunk. Since the streaming bit-rate can be
only varied once a new chunk is fully received, the larger chunk size reduces the
agility of the streaming client in tracking the underlying mobile bandwidth. This
further leads to the increase in the number of buffering events and buffering time
as shown in Fig. 8(b) and (c). For example, even when a 8 second video chunk
is used, both the number of buffering events and the buffering time increase by
nearly three-fold, as compared to a 2-second chunk size.

Recall that, in Section 5.2, we have observed that using a larger buffer thresh-
old achieves better streaming performance in the face of frequent bandwidth
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Fig. 9. Impact of larger chunk size (8 s) with different buffer threshold

fluctuations. Fig. 9 presents the experiment results when incorporating the large
video chunk size (8 seconds) with different buffer threshold settings. As is ev-
ident, a bi as large as 14-second is required to effectively reduce glitches and
buffering. This highlights that it is important to configure the buffer threshold
in accordance with the video chunk size in use, particulary for the scenario un-
der consideration where the bandwidth fluctuates frequently and rapidly. Table 1
lists our recommendations on the buffer threshold for different chunk sizes based
on the evaluations.

Table 1. Recommended buffer thresholds for different video chunk sizes

video chunk size (s) 2 4 6 8

recommended bi (s) 8 10 12 14

6 Conclusion

In this paper, an empirical evaluation of HTTP adaptive streaming under ve-
hicular mobility has been presented. We have implemented a HTTP adaptive
streaming prototype and conducted evaluation experiments using “real” WWAN
bandwidth traces that are empirically collected from a moving vehicle. We have
investigated the performance of HTTP adaptive streaming under the effect of
different parameters, such as buffer threshold and video chunk size. Our results
have shown that HTTP adaptive streaming is effective in responding to the
widespread fluctuations that are inherent in vehicular mobility and ultimately
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achieving an improved viewer experience. We have highlighted that it is possible
to achieve a smooth and high-quality streaming experience, by using appropriate
streaming parameter settings.
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Abstract. The overall goal of this work is to improve video delivery
in emergency and rescue scenarios using sparse MANETs that might be
prone to frequent link breaks and network partitions. The core idea of
our approach is to reduce the number of MAC layer retransmissions that
are likely to fail. We do not drop packets that could not be sent after
the final retransmission. Instead we handle them in an overlay for store-
carry-forwarding. The design of the overlay protocol takes the instability
of the network into account, in such a way that each overlay entity works
autonomously and keeps a minimum amount of state. Our experimental
results show that we reduce packet loss seen on broken links, while at the
same time significantly reducing overhead in terms of the total amount
of packets transmitted at the physical layer.

Keywords: Video transmission; MANET; delay tolerant transport;
cross-layer optimization.

1 Introduction

Mobile ad-hoc networks (MANETs) can provide valuable communication ser-
vices for emergency and rescue (ER) operations in the absence of a working
communication infrastructure. One such service is the transfer of video data
from rescue workers wearing head-mounted video cameras to a remote com-
mand and control center (CCC). The dynamicity of MANETs, the possibility
of short and long-term network partitions, and the fact that forwarding nodes
might be small hand held devices introduce many hard research challenges [10].
However, this particular video service is in contrast to classical video stream-
ing more tolerant to delay. Video data that is delayed for seconds, minutes or
even hours can still be very useful in the CCC to understand what happened.
We envisage in the CCC a video client that visualizes the availability of video
sequences on a time axis, and allows play-out of live streams and browsing and
play-out of locally stored video. The visualization will be immediately updated
at the arrival of (delayed) video data. Therefore, video data that passed the
play-out time should not be dropped, but instead delivered as fast as possible.
Any video sequence might be still of importance.

J. Domingo-Pascual et al. (Eds.): NETWORKING 2011, Part I, LNCS 6640, pp. 106–119, 2011.
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In order to improve the delivery efficiency, we reduce in this work the number
of MAC layer retransmissions that are likely to fail and prevent packet dropping
at the MAC layer. Instead of dropping, packets are passed after the maximum
number of unsuccessful retransmissions from the MAC layer to an overlay for
delay tolerant store-carry-forwarding, called Dts-Overlay. It utilizes information
from the routing table and the MAC layer to identify the most promising con-
ditions for forwarding packets.

Packet loss at the MAC layer mainly happens if the link quality, i.e., signal
strength, has degraded due to mobility, but the link is still registered in the
routing table. In such cases, packets are passed from the transport layer via IP to
the MAC layer, which in turn drops the packets after reaching the retransmission
limit (typically seven). This problem exists until the routing protocol recognizes
that the link is broken, e.g., through a missing hello message in OLSR. The
high frequency of link errors between mobile nodes has stimulated cross-layer
approaches like CIFLER [1] to use fast link error detection for fast link error
recovery. COLLIE [2] is another approach to immediately react to link failures
through link layer rate adaptation. Our solution is different; before the overlay
sends a packet it checks both the routing table and the queue length at the
link layer (Link Adapt). Only if both indicate a working link to the next hop
it passes the packet to the transport layer. Obviously, if a link is broken it
does not make sense to try several retransmissions. Reducing the maximum
number of retransmissions results in lower system load, but might lead also to
higher packet loss rate. Therefore, the MAC layer returns in our solution after
maximum retransmission trials the packet to the Dts-Overlay instead of dropping
it (MAC Return). This is similar to the approach presented by Voorhaen et al.
[3] where the packet is returned to the IP layer, assuming that an alternate route
exists through which the packet can be sent instead. However, this assumption
is not valid for scenarios with network partitions. In our ER application domain
it might be the case that the CCC is only reachable from the location of the
accident via message ferries [4]. Another cause of packet loss in MANETs is
the separation of neighbourhood discovery in the routing protocol and address
resolution in ARP [5]. We study in our system two solutions to avoid this packet
loss. First, we avoid the need for ARP by assuming that the devices used during
an ER operation are configured and all IP and MAC addresses are exchanged a
priori (Static ARP). Second, when a new link appears in the routing table, the
overlay provokes the address resolution of the connected node and sends only
video packets to the node after its address is resolved (ARP Adapt).

All core design decisions are based on measurements performed in real-world
experiments. Our ns-3 based evaluation shows that the combination of these
mechanisms leads to minimal packet loss, reduced overhead, and neglectable
increased delay. The remainder of this paper is structured as follows: Section
2 presents system design and implementation, Section 3 the evaluation, related
work is discussed in Section 4, and Section 5 summarizes the main achievements
and presents future work.
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2 Design and Implementation

This section explains the design of our solution which is based on UDP, IP, OLSR
[6], and cross-layer enabled IEEE 802.11b (see Figure 1). First, we analyze MAC
layer issues and describe the details of our MAC support. Then, we describe
Dts-Overlay, and how we address ARP related packet loss. Finally, we present
our implementation.

2.1 MAC Layer Issues

IEEE 802.11 minimizes link layer packet loss through positive acknowledgements
(ACK frames) and retransmissions if no ACK is received. In current implementa-
tions, the default value for the maximum limit of (re-)transmissions is seven, i.e.,
after seven unsuccessful transmissions the packet is dropped. There are two rea-
sons for packet loss in IEEE 802.11, collisions and link quality. For the first one,
more retransmissions will likely result in successful transmissions, while this is not
true for links of inadequate quality. In MANETs, link quality might be degrad-
ing quickly due to mobility and links might not exist even if they are listed in the
routing table, i.e., the routing table is outdated. Obviously, it does not make sense
to initiate packet retransmission over a low quality link and especially not over a
non-existing link. Reducing in these situations the maximum retransmission limit
saves energy and bandwidth, and reduces the probability of collisions. The latter
is especially important in highly loaded networks. Results from our experiments
with a Nokia N900 as forwarding node in a small MANET [7] reveal a high amount
of MAC layer retransmissions when reaching the saturation point in a real wireless
ad hoc network setting. The high amount of retransmissions is not only consum-
ing the senders energy and link bandwidth, but also energy and bandwidth of all
nodes that are in communication distance to the sender. To investigate this fur-
ther and identify a better limit for number of retransmissions, we study the overall
effect of different retransmission limits in Section 3.

Four cases need to be considered when the MAC layer in the original 802.11 im-
plementation would drop packets: (1) The link towards the destination is down,
but there exist another route. (2) The link towards the destination is down, and
there exist no alternative route. (3) The receiving node is not able to forward traf-
fic at the rate received from the link [7]. (4) Congestion and collisions lead to
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Fig. 1. Cross-layer Information Flow in Dts-Overlay



MAC Layer Support for Delay Tolerant Video Transport 109

taildropping in the MAC retransmission queue at the sender side, or rather un-
likely, the packet is lost due to collision in all retransmission trials.

For case (1), it is sufficient to hand the packet back to the network layer for
re-routing, like in [3]. For case (2), the packet should be handed to the Dts-
Overlay for being temporarily stored in the store-carry-forward buffer. For case
(3), retransmissions only worsen node contention, thus we either re-route, or
temporarily store packets in the forward buffer. Case (4) should only happen in
overload situations, thus it is necessary to reduce the load, i.e., less retransmis-
sions and temporary storage. To strive for simplicity and to be minimal invasive
with the MAC layer we hand in all cases the packet to the Dts-Overlay. The cost
of this is limited. We have measured the costs of passing a packet through an
overlay instead of passing it directly to the network layer, on a Nokia 810 run-
ning in energy saving mode with low CPU and bus frequency. Results from our
two-hop test-bed indicate that throughput is not worsened, and the additional
delay is approximately 10 %. In higher CPU frequency settings, this share of
additional delay is even reduced.

2.2 Dts-Overlay

The fundamental task of the Dts-Overlay, is to make forwarding decisions, and
store transit packets when it is not meaningful to forward them. The Dts-Overlay
is formed by autonomously working instances on each node, and packets are
forwarded by Dts-Overlay hop-by-hop. Forwarding decisions are based on link
status from the MAC layer, and route status from the routing protocol. It is
the goal to transport all packets as close as possible to the destination, i.e., the
CCC in ER. Dts-Overlay handles packets as follows: (1) If OLSR reports that no
route to the destination exists, we check for recent routes in the network topology
history, which is kept by Dts-Overlay. (2) If a recent route suggests a next-hop
that is within the range of the current node, packets are sent to this next-hop.
This is based on the heuristic that the next hop node on the recent route to the
destination is probably closer to the receiver. (3) If there are no recent routes,
we temporarily suspend transmission by maintaining the packet in a store-carry-
forward buffer part of the Dts-Overlay. (4) If the next-hop is identified, we check
to see if the MAC layer retransmission queue is filling (representing link status).
In that case, we also suspend transmission.

To efficiently leverage message ferries, we currently assume that their IP ad-
dress is in an a priori defined address range, i.e., message ferries can be identified
when their IP address appears in the routing table. Message ferries are used as
follows: when no route is found to the destination (CCC), and there exist route(s)
to carrier nodes, the packets are forwarded to the closest carrier. To avoid packets
looping back, we do not forward packets from carrier to carrier.

In a separate thread of execution, we monitor route updates in the routing table.
As route notifications appear, we loop through all suspended packets and see if any
of the suspended packets matches the new route(s). If so, they are forwarded to
the suggested next-hop. Figure 2 shows the main components of the system, and
the main flow of function calls and information exchange between them.
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Fig. 2. Dts-Overlay System Design

The Coordinator component implements the main interface (send / receive
primitives) for the video streaming applications, and holds the UDP socket used
for all peer communication. It is responsible for forwarding and receiving packets
from other Dts-Overlay peers through the network, and packets scheduled for
retransmission from the store-carry-forward buffer.

The main function of the Decision Maker is to provide the next-hop IP
address for a given packet destination, and control the store-carry-forward buffer.
Currently, it implements a simplified and adapted version of the TCP congestion
control algorithm to control the send rate in which the feedback is not provided
by the receiving node, but instead by the local link status. It is the responsibility
of the Resource Manager to collect and monitor network state information.
Figure 2 illustrates from where it obtains this information. The resource manager
serves as information broker, and provides data to the Decision Maker. It also
serves as the entry point for packets that reach the final retransmission limit at
the MAC layer.

We have implemented the store-carry-forward packet buffer as a drop tail
FIFO queue. The size of this queue represents a tradeoff between memory con-
sumption, and delay tolerant packet forwarding. Currently, we have a relatively
large queue size (500 MB) to avoid tail dropping. Recent developments in solid-
state drives provide relatively cheap, large and fast storage to the mobile devices.
Thus, we expect that for low bit rate video streams within relative short net-
work scenarios, it is realistic to expect that the buffer sizes do not limit the
store-carry-forward capabilities of nodes. Packet exchange between peers is per-
formed through overlay messages. Currently, the header is very simple; it only
keeps the IP address of the destination. This information is lost at the IP layer,
since overlay messages are only sent hop-by-hop.
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2.3 Address Resolution

Carter et al. [3] identified ARP as one cause for packet loss in case several
packets are sent immediately after an ARP request before the resolution pro-
cess has finished, because only one packet could be buffered in ARP. Despite
substantially increased buffer space in ARP in the recent ns-3 implementation,
we identified a severe packet loss between the Dts-Overlay and the MAC layer.
Packets are still silently dropped at the IP layer, when a MAC address for a
given IP destination (reported by the routing protocol) has not been discovered.
Further investigations revealed that this happens in cases the ARP reply is lost.
To avoid these packet drops, we have implemented and evaluated two different
approaches. First, we avoid the need for ARP by assuming that all devices in an
ER operation are configured a priori with fixed IP addresses and all IP and MAC
addresses are stored on all devices. In our second solution, we assure that the
address resolution process is successfully finished before sending video packets,
by sending an empty dummy packet to the IP destination. This leads to some
overhead in terms of transmitted bytes, but our results show that the gain in
packet reception at the destination is significant.

2.4 Implementation

We have adapted an already existing UDP based application for transmitting
video traces (UdpTraceClient) which is part of the ns-3 code distribution. It
generates UDP packets with packet sizes based on a given video trace, and adds
a sequence number and timestamp to each packet. Dts-Overlay is implemented in
C++ as an ns-3 application. This should make it easily portable to real devices.

We achieve cross-layer parameter exchange through the use of the ns-3 ob-
ject aggregation system. In essence, ns-3 models network nodes and its protocol
instances as objects. The smart pointer system enables access to these objects.
This means that our Resource Manager component, realized as an object, can
interact with, e.g., the OLSR routing protocol instance through function calls.
We have implemented function calls within the ns-3 implementation of the IEEE
802.11 MAC layer, the ARP protocol, and the OLSR routing protocol that en-
ables the Resource Manager to get the necessary state data.

3 Evaluation

In this section, we consider three network topologies, (1) ER scenario, (2) sparse
MANETs, and (3) dense MANETs. The simulations are conducted in ns-31,
version 3.9. For the ER Scenario, we have created a mobility model that reflects
realistic ER scenarios. It contains two network partitions and a set of designated
message ferries moving between them (see Figure 3). On-location nodes move
with a speed of 2 m/s (approximately walking speed) 10 s pause time, according
to the Random Walk mobility model, within a 500 m x 500 m area. Carrier
nodes pause both at the CCC and on location for 60 seconds, allowing data
1 Available at http://www.nsnam.org/

http://www.nsnam.org/
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Fig. 3. ER Scenario

exchange. During the carrier phase, they move following a straight line at 10
m/s, the distance is 1750 m. The CCC node is not moving at all.

In addition to the ER scenario, we consider (2) Sparse MANET with area
size 1250 m x 1250 m, and (3) Dense MANET with area size 250 m x 250
m. Each with 20 nodes, Random Walk mobility, node speed of 2 m/s, and 10 s
pause time. In all network scenarios, nodes use IEEE 802.11b in ad-hoc mode.
The devices simulate direct-sequence spread spectrum (DSSS) modulation, and a
constant data transmission mode of 11 Mbps. For modelling the wireless channel,
we utilize the constant speed propagation delay model, and the Friis propagation
loss model.

3.1 Workload and Metrics

The workload consists of a single unicast stream of the video entitled Fore-
man, obtained from the Video Traces Research Group2. The resolution is CIF
(352x288) with a 25 fps frame rate, and the video is pre-encoded using H.264
baseline profile with a target bitrate of 256 kb/s. We packetize the H.264 encoded
video into a .mp4 container, with MTU size set to 1400 bytes. The 12-second
video stream is repeated 300 times, i.e., we obtain a total duration of 1 hour.

For the dense scenario, our purpose is to identify how MAC support handles
packet collisions. To achieve this, four UDP streams are sent between randomly
selected intermediate nodes. Each UDP stream comprises 7500 packets per sec-
ond with a uniform packet size of 1024 bytes. The resulting bitrate is higher
than the available bandwidth, thus packet collisions are provoked.

We use four metrics to evaluate our solution: the percentage of video packets
that are correctly received at the destination, denoted packet reception Rxv;
number of packets that are stored in intermediate nodes, denoted buffered pack-
ets Buf ; the percentage of lost packets, denoted packet loss Pl; and the overhead
in terms of the total number of bytes of video packets transmitted at the phys-
ical layer, denoted Txt. Since we support delay tolerant video transfer it does
not make sense to use video quality measures based on signal to noise ratio. All
numbers are averages from five experiment runs, unless otherwise stated, and
we present the standard deviation (σ).

2 http://trace.kom.aau.dk/

http://trace.kom.aau.dk/
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3.2 Results

In the MAC Support evaluation, we compare five configurations (C3 - C7) to
evaluate the effect of MAC Return (MR) and Link Adapt (LA). The configura-
tion settings are shown in Table 1.

Table 1. MAC Support Evaluation Configurations

C1 C2 C3 C4 C5 C6 C7

Retransmission Limit 7 7 7 3 3 3 3

MAC Return no no no no no yes yes

Link Adapt no no no no yes no yes

ARP setting default static adapt adapt adapt adapt adapt

Table 2. ARP Effect on Packet Loss

C1 C2 C3

Pl 39.3 (σ:9.4) % 31.7 % (σ:4.1) 19.5 % (σ:5.1)

Effect of ARP: First, we compare the impact of ARP on packet loss in the
default setting C1 with our solution based on pre-configured IP and MAC ad-
dresses (C2), and our alternative solution to send packets after the resolution
process has successfully finished C3. Results are averages from five experiment
runs with 30-minute duration, ER scenario. We focus on packet loss Pl. Results
indicate that packet loss is heavily affected by our second solution. The packet
loss with default settings (C1) is 39.3 %, 31.7 % with static ARP (C2), and
19.5 % with ARP Adapt (C3). In C1 and C2, packets are sent immediately
also over links with poor quality. In C3 packet forwarding is delayed until ARP
has successfully finished, which indicates a useful link quality. As a result, we
deploy ARP Adapt in remaining experiments.

Retransmission Limit and Link Adapt Limit: To understand and quantify
the tradeoffs of reliability and costs related to the maximum number of retransmis-
sions, we measure packet loss and costs for (1) different retransmission limits, and
(2) different MAC retransmission queue size limits that prevent the Dts-Overlay
to send packets in the LA mechanism. For (1), we show that we reduce overhead
by lowering the retransmission limit, at the cost of packet loss. For (2), we see
that we actually reduce both packet loss and cost (see Figure 4). The experiments
are performed with the default Dts-Overlay configuration in the ER scenario with
duration of 30 min. We present the average of five experiment runs.

The highest packet loss occurs with a retransmission limit of one (56.5 %).
With a limit of three, packet loss is lower (31 %). A limit of five results in 22.0
%, a limit of seven in 19.5 %, and a limit of eleven in 15.4 % packet loss. At the
same time we see an increase in the cost Txt of 47 %, from retry limit of one up
to eleven. Notice that the curve is almost flat after five retries (Txt = 221 MB).
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Fig. 4. Effect of Retransmission Limit and Link Adapt Limit Settings

Table 3. Evaluation Results ER Scenario

C3 C4 C5 C6 C7

Rxv 77.5 % (σ:1.8) 65.7 % (σ:1.6) 66.3 % (σ:1.0) 93.5 % (σ:0.5) 93.6 % (σ:0.7)
Buf 5.1 % (σ:0.7) 4.5 % (σ:0.6) 4.5 % (σ:0.3) 5.6 % (σ:0.4) 6.1 % (σ:0.6)
PL 17.4 % (σ:2.1) 29.8 % (σ:1.2) 29.2 % (σ:1.2) 0.9 % (σ:0.3) 0.3 % (σ:0.0)
Txt 455 MB (σ:19) 412 MB (σ:7) 411 MB (σ:10) 475 MB (σ:15) 454 MB (σ:28)

In our simulation studies, this behaviour can be attributed to tail dropping in
the MAC retransmission queue. The current maximum queue size for this queue
in ns-3 is 400 packets, which is very often reached in the experiments.

We have found that MAC retransmission queue size serves as a good indication
of the link status. If packets destined on a certain link start piling up, the link is
probably down. LA stops all ongoing transfers over the specific link, in case the
queue starts filling up. Currently, this adaptation limit is set to 75 for our main
experiments. The reason is that the limit is beneficial for MR configurations
shown by preliminary experimentation. As a pre-study we investigate its effect
on default configurations. Notice that we utilize a fixed retry limit of three. The
figure clearly indicates that we get the lowest packet loss with an adaptation
limit set to one. At 25, packet reception is worse. Finally at 200, packet loss has
almost doubled from the limit set to one, i.e., 31 % of the packets are lost. The
gain in reduced packet loss for low limit settings is even combined with reduced
cost Txt. Such a strict limit means we stop using links in which packets are
scheduled for retransmission. For denser networks with more frequent random
collisions, we expect such a setting to be too strict, i.e., packets will be kept from
being sent over working links.

ER Scenario: Due to the distance between the ER location and the CCC,
all packet receptions come via carrier nodes. The numbers in the table show
that our MR configurations (C6 and C7) outperform C3 when it comes to
packet reception (16 % improvement), and loss is reduced from 17.4 % to <1 %.
Remaining packets are kept in intermediate node buffers. LA (C5 and C7) has
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Table 4. Evaluation Results Sparse Manet Scenario

C3 C4 C5 C6 C7

Rxv 81.3 % (σ:24.6) 76.6 % (σ:30.7) 76.5 % (σ:30.8) 91.3 % (σ:14.8) 91.4 % (σ:15.0)
Buf 0.0 % (σ:0.0) 0.0 % (σ:0.0) 0.1 % (σ:0.2) 7.3 % (σ:13.6) 8.1 % (σ:14.7)
Pl 18.7 % (σ:24.6) 23.4 % (σ:30.7) 23.4% (σ:30.7) 1.4 % (σ:1.9) 0.5 % (σ:0.6)
Txt 397 MB (σ:362) 245 MB (σ:162) 247 MB (σ:165) 381 MB (σ:356) 379 MB (σ:354)
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Fig. 5. Sparse MANET single run, Node speed 2m/s

little effect in terms of loss and packet reception. By reducing the retransmission
limit for default configuration , packet loss is increased to 29.8 % (C4), however,
we reduce overhead in terms of meaningless physical layer transmissions.

Most notable, the total transmitted bytes for C7 is in average 1 MB lower than
in C3. In comparison, C6 achieves in average 21 MB more byte transmission
than C7, thus LA improves our results. To summarize, MAC Support (MR
plus LA) increases packet reception, reduces packet loss, and reduces cost in ER
scenarios.

Sparse MANET Scenario: In total, we see that packet reception has de-
creased for the MR configurations, compared to the ER scenario. We achieve
with 91 % the highest packet reception in both cases (C6 and C7). Packet re-
ception is better (≈ 10 %) than for C3, where packet loss is 18.7 %. Remaining
packets are kept in the buffers, although we experience 1 % packet loss for C6.
The C4 and C5 configuration achieve both 77 % packet reception, thus LA does
not improve packet reception. Packet loss is 23.4 % in these two cases.

Standard deviation is quite high, also for the total transmission of bytes.
The reason for this is that the packet loss is in some runs high and in others
rather low, depending on the seed for the generation of random mobility. In the
following we only use one seed that creates a scenario with high packet loss.
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Table 5. Evaluation Results Dense Manet Scenario

C3 C4 C5 C6 C7

Rxv 100.0 % (σ:0.4) 99.0 % (σ:0.6) 99.3 % (σ:0.1) 99.8 % (σ:0.0) 99.8 %(σ:0.1)
Buf 0.0 % (σ:0.0) 0.2 % (σ:0.6) 0.0 % (σ:0.1) 3.5 % (σ:0.1) 3.5 % (σ:0.2)
Pl 0.0 % (σ:0.0) 0.8 % (σ:0.1) 0.6 % (σ:0.1) -3.4 % (σ:0.1) -3.4 % (σ:0.1)
Txt 149 MB (σ:2) 149 MB (σ:3) 98 MB (σ:6) 151 MB (σ:3) 92 MB (σ:8)

Figure 5 shows Rxv and Txt for one particular experiment run over time.
For C3, we receive 52 % of the packets. By reducing the retransmission limit to
three (C4), packet reception is lower, e.g., 39.2 %, and 39.3 % with LA enabled.
Packet reception is 64.8 % for C6, and 65.0 % for C7. This demonstrates that
MR is useful in scenarios with high packet loss.

Turning our focus to overhead, we see that overall packet transmission is
reduced quite heavily by lowering the retransmission limit from seven to three.
For C3 and C4, a reduction of Txt ≈ 400 MB, i.e., a factor of 0.5. Configuration
C7 leads to approximately 63 % more transmitted PHY packets than in C3,
and close to 65 % more packet reception. It should be noted that those packet
that did not reach the destination are kept in forward buffers of intermediate
nodes, i.e., no packet loss occurred in C7.

Dense MANET Scenario: Nodes are randomly distributed in the relatively
small area compared to signal propagation length, i.e., node density is high.
As a result, packet loss is mostly caused by collisions, rather than insufficient
signal strength. Configuration C3 handles collisions well, i.e., no packet loss. For
configurations C4 and C5, packet collisions cause ≈ 1 % packet loss resulting in
≈ 99 % packet reception. For the MR configurations (C6 and C7), we encompass
close to 100 % packet reception and some amount of duplicates, indicated by a
negative packet loss of ≈ −3.5%. The cause of these duplicates is that our MAC
support interferes with the MAC layer functionality to handle frame duplicates
due to missing MAC acknowledgements.

We see that C7 achieves the lowest overhead, from C3, a 62 % reduction,
which is substantial. In general, a severe reduction applies to all LA configura-
tions, proven highly beneficial in congested and dense MANETs.

4 Related Work

The related work falls into three categories: (1) delay tolerant transport, (2)
video delivery over MANETs, and (3) adaptations to MAC or PHY conditions.
The typical approach of delay tolerant networking is to provide an alternative
to TCP, to achieve some reliability for end-to-end transport. One alternative is
to introduce a layer that adds delay tolerance above existing routing protocols,
like in SAFT [8]. Reliability is provided through a double control-loop, includ-
ing end-to-end feedback and TCP hop-by-hop. Applying TCP between each hop
substantially increases the number of control packets. Delay-tolerant video trans-
port over IP is achieved in MOMENTUM [9], like in our approach through an
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overlay. However, only selected nodes, called session nodes, actively transport the
video data and require knowledge about all session nodes. Furthermore, adapta-
tions to lower layers are not considered, e.g., to determine the buffer empty rate.
Another alternative is to implement a delay tolerant routing protocol, resulting
in what is often referred to as space-time routing. This is explored already in
[10], the authors suggest that algorithms should take congestion into account,
and that performance can still be good without global knowledge. Evaluation
results from our autonomous solution support this.

In [11], a detailed survey of research on video streaming over MANETs is
given. A popular approach is to combine cross-layered multipath MANET rout-
ing with multiple description video coding, often leading to NP-hard optimiza-
tion problems. It should be noted that all these works assume that one or more
routes between source and destination exist.

The effect of MAC layer retransmissions on video quality is studied in [12,13].
Both efforts aim to adapt the retransmission limit, to better meet user video
quality demands. COLLIE [2] and CIFLER [1] enable the routing protocol to
better react to link status. The reduction of packet loss, caused by lack of exact
link status for the OLSR routing protocol is targeted in [3]. In case a packet
could not be transferred over a link, it is returned to the IP layer assuming
another route exists. Thus, tolerance to path disruptions is neither considered
nor supported. Authors show, as we do with our related technique, improvements
in terms of reduced packet loss.

5 Conclusion

This work reduces packet loss in disruptive MANETs by MAC layer support,
and paired with the Dts-Overlay, achieves tolerance to network disruptions. As
part of MAC support, our MAC Return algorithm enables us to drastically
reduce packet loss, in turn allowing us to reduce overhead by lowering the MAC
layer retransmission limit. In addition, our Link Adapt algorithm allows us to
reduce overhead in that we do not try to send packets over links that are down.
This has been supported by extensive simulation studies. More precisely, we
have shown that our approach achieves both a reduction in physical layer packet
transmissions, while avoiding packet loss through the use of intermediate node
buffering, paired with a higher packet reception rate in both a sparse MANET
setting, and in our special purpose ER scenario. In addition, the usability of
our approach is strengthened through evaluation results in a dense MANET
setting. With high density, we see improvements of packet reception/packet loss,
although at the cost of some packet duplicates.

There are still open issues and remaining challenges. Currently, MAC Return
does not support packet fragmentation at the MAC or IP layer. As seen in the
dense MANET setting, it can obstruct existing MAC functionality for identi-
fying duplicates. When acknowledgements from the receiver node are lost, we
encounter a false negative error. This might lead to the sender retransmitting
packets that are already received at the receiver. There are yet parameters to
fine-tune. For one, we can improve our rate control algorithm for emptying the
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store-carry-forward buffer by utilizing physical layer parameters, such as signal
strength. We should account for video coding parameters and frame priority in
our forwarding decisions. At the network and routing layer, improvements can
be done to, e.g., OLSR, by removing links from OLSR data structures known
to be down. At the MAC layer, we could benefit from deploying one of the ex-
isting rate adaptation algorithms, such as CARA [14]. For future work, we plan
to incorporate an energy model in the simulated nodes to enable energy aware
forwarding strategies. We aim to implement our work on a real mobile device,
such as the Nokia N900. This would strengthen the realism of our performance
evaluations. As stated in [7], we are aware that mobile hand helds have lower
forwarding capability than what the wireless medium supports. Especially, we
hope to investigate how to tackle packet loss due to node contention, as opposed
to weak signal strength or packet collisions.

Acknowledgements. This work is funded by the VERDIKT program of the
Norwegian Research Council, through the DT-Stream project (no. 183312/S10).
The authors would like to thank Sergio Cabrero, Isáıas Mart́ınez Yelmo and
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Abstract. We are studying the practicality of news dissemination over a
Delay Tolerant Network (DTN) in an urban area. The target application
is the distribution of the electronic version of a newspaper in a large city.
Therefore, although strict time constraints do not apply, spreading the
information should be achieved within a reasonable delay. We consider
that mobile users subscribe to their content of interest and expect to
receive it within their journey from their home to their office. We provide
two contributions. Firstly, we consider a simple DTN environment when
content is distributed solely through inter-contact of mobile nodes. We
derive analytical expressions for the packet delay in such environments
and suggest how to improve effectively the expected message delay in
the case of an area with low or high density of mobile nodes. Secondly,
if the delay is found to be excessive, we suggest the deployment of some
data kiosks in the environment to better support the dissemination of
content. Data kiosks are simple devices that receive content directly from
the source, usually using wired or cellular networks. We investigate both
an upper bound and a lower bound of the number of data kiosks to
distribute the content over a geographical area within an expected delay
objective. We also show the important property that those bounds scale
linearly with the contact rates between a mobile node and a data kiosk.
The analytical results are validated through simulation using a number
of mobility models.

Keywords: Hybrid DTN, delay, news dissemination, modeling, perfor-
mance analysis.

1 Introduction

Free daily newspapers have been introduced in many countries worldwide for
over 10 years now. Their distribution channel uses point of presence (Kiosk)
often located at the entrance to the main transportation systems, such as metro
or suburban train stations. They also have a presence on the web and exploit
user’s contributions and social networks. In addition, the widespread deployment
of handheld devices provides the opportunity to use them for content distribution
instead of being charged for cellular access. In the context of our research, we
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consider that mobile users will agree to contribute to such an application only
for content of their own interest. Information conveyed by free daily newspapers
does not need to be instantaneous. However, owners of these newspapers expect
that the information will reach the reader within a time window related to the
period he/she will spend commuting from their home to their place of work as
this is the best time to capture their attention. The contribution of our paper is
not restricted to the distribution of news as many other applications will exhibit
similar expectations, but it provides a practical use case.

In this paper, we investigate the practicality of news dissemination over a
DTN in an urban area. In DTNs, nodes can move freely and exchange content
when they are within each other’s transmission range. Since an end-to-end path
is not available most of the time, a store-carry-forward paradigm is usually used
to enable communication. Several questions arose in the above setting in order
to design a system that achieved the required service while avoiding deploying
too many digital data kiosks. A first step would be to develop a quantitative
analysis to investigate the message delay of DTNs. What are the most sensitive
parameters: readers’ interest in content or contact opportunities? How effective
can a DTN be without infrastructure? If the delay is found to be excessive, we
suggest deploying some data kiosks in the environment to better support the
dissemination of content. Data kiosks are simple devices that receive the content
directly from the source, generally using wired or cellular networks. The question
is how many data kiosks one has to invest in to satisfy performance constraints
and where these data kiosks should be located. We are mostly interested in two
performance metrics, the spreading time and the message delay. The message
delay is the time needed to transmit content from a mobile node to another
node, while the spreading time is the delay required to deliver the content to
the last node in a group of nodes, or the time needed for the content to spread
over a part of the network. The main question addressed in this paper is to
determine the number of data kiosks necessary to disseminate content to a set of
mobile nodes, when taking into account the spreading time in a given area and
mobility pattern.

Our contribution is to provide explicit solutions to answer the above ques-
tions. To the best of our knowledge, our work is the first to obtain explicit
expressions for the evaluation of the number of data kiosks needed to reduce
the expected spreading time to a target requirement in opportunistic networks.
We first investigate both a closed-form formulae and an asymptotic expression
of the expected message delay in DTNs where mobile users share their contents
only if they share the same interests. We show that the expected message delay
is in the order of several hours even if some parameters are optimistic. Second,
we consider a hybrid environment and derive closed-form expressions for both
an upper and a lower bound of the number of data kiosks needed to satisfy the
requirement of the expected spreading time. The results show how the contact
rate between a mobile node and a data kiosk influences the quality of service
parameters.
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The remainder of this paper is structured as follows. In the following section,
we describe some related work. In Section 3, we analyze the system formally and
derive the main results. In Section 4, we present the analytical model to compute
the number of data kiosks. In Section 5, we validate our solution against simu-
lation under three mobility models and give a specific example when applying
our results to improve the delay. Finally, Section 6 concludes the paper.

2 Related Work

DTN application to content dissemination has been contemplated with differ-
ent perspectives. Lenders et al. developed a mobile distribution system where
podcasting protocols are extended to the ad hoc domain [11]. Garyfalos and
Almeroth designed a system in advertising with a incentive scheme for data
sharing through opportunistic contact [5]. In addition, McNamara et al. con-
centrate on the application of DTN in the context of the movement of peo-
ple in transit systems due to the fact that people consume time on public
transport [13].

The emergence of DTNs has triggered a considerable amount of work to help
us to better understand their behavior and improve their performance. Con-
tact opportunities have a strong impact on the performance of DTN and there-
fore, several contributions have focused on characterizing the inter-contact time
distribution. Observing some real world traces, Karagiannis et al. investigated
exponential tail behavior of inter-contact times [9]. Studying common mobility
models, Groenevelt et al. discovered that the inter-contact time between mobile
nodes is almost exponentially distributed [6]. Ibrahim et al., in addition, showed
that the inter-contact time between mobiles and stationary nodes is also almost
exponential in common mobility models such as the random waypoint or random
direction [7].

Based on existing knowledge about contact opportunities, different papers an-
alyzed the performance of DTNs with various assumptions on content distribu-
tion schemes including the unrestricted multicopy protocols [6], spray-and-wait
[19], k-hop relay [18]. Starting from [6], Hanbali et al. [3] extended the work
with lifetime constraints and Zhang et al. [21] studied variations of the epidemic
protocol and recovery schemes. Different measures were considered: throughput
[2], delay [6,3,21], content age [8].

Recent work was motivated by improving the performance of DTNs. Polat et
al. proposed an algorithm to find mobile nodes that can act as message ferries
[16]. Another approach is to add some infrastructure nodes. This solution has
been used in the context of ad hoc networks where nodes are fixed [12,20,17].
In the DTN’s framework, some papers estimated the average message delay in
the network with the presence of infrastructure for multi-copy two hop routing
protocol and epidemic routing protocol [7,4].

Our work is different as it considers the probable effect of interest for a given
content in estimating the expected message delay in DTNs. In addition, it com-
putes the number of infrastructure nodes to meet a performance objective for
expected spreading time.
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3 System Description and Main Results

We consider a system composed of n mobile nodes and k data kiosks. Mobile
nodes are wireless devices carried by people, and data kiosks are stationary nodes
in which a content update is downloaded via an infrastructure network (wired or
cellular), to be stored and disseminated. We define mobile nodes that subscribe
to a given content as subscribers. Subscribers are organized into healthy nodes
and infected nodes. An infected (resp. healthy) node is a subscriber that has
(resp. does not have) a copy of the content he subscribed to. We assume that
every node has the same transmission range, interference from other nodes is
negligible, and transmission is always successful and instantaneous in a sparse
network.

The dissemination of news relies on opportunistic contacts and a store-carry-
and-forward paradigm. Motivated by [6,7], the pairwise inter-contact times for
mobile-mobile (resp. mobile-data kiosk) contacts can be approximately repre-
sented as exponentially distributed random variables with mean 1/λ, λ > 0
(resp. 1/μ, μ > 0). All these random variables are assumed to be homogeneous
and mutually independent. A healthy node will be infected when it meets either
a data kiosk or an infected node, and it is interested in the news. We assume that
a healthy node can change its interest at any time by subscribing to the content
with a probability δ (0 < δ ≤ 1) or unsubscribing with a probability 1 - δ, and
that only healthy nodes can change their interest when they meet other mobile
nodes. One can expect that infected nodes will share their content during their
journey as they will mostly read it during that time. We refer to this scheme as
a user-preferred content distribution scheme.

3.1 Expected Message Delay

Since a service provider wishes to know whether or not adding some data kiosks
is necessary, our first main result addresses the question of performance in a
homogeneous environment when no data kiosk exists. The message delay D is
our preferred metric and is defined as the time required to deliver information
(news/content) from a source to a destination node. It is expected that the
destination node will keep its interest until it receives the content. We investigate
both a closed-form expression and an asymptotic representation of the expected
message delay as a function of o(δ) when δ is small. We are interested in the
influence on the expected message delay of parameters such as the interest of
people and contact rates.

Proposition 1. Under the user-preferred content distribution scheme, the ex-
pected message delay is given by

E[D] =
1
λ

n−1∑
i=1

⎛
⎝P {N2 = i}

i∑
j=1

1 − (1 − δ)n−j

δj (n − j)

⎞
⎠

=
1
λ

(
1 − n − 2

4
δ

)
+ o(δ), for δ → 0
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Fig. 1. Asymptotic representation of the expected message delay

where N2 denote the number of copies of the content at the time it reaches its
destination. The distribution of the number of copies P{N2 = i} is given by

P {N2 = i} =
1 − (1 − δ)n−i

δ (n − i)

i−1∏
j=1

(
1 − 1 − (1 − δ)n−j

δ (n − j)

)
.

The proofs of the proposition can be found in [14] and is derived from [6] adding
parameter δ.

The asymptotic representation of the expected message delay suggests that
the role of interest is significant in the case of high node density while the role
of contact rates becomes more important in the case of low density of nodes
(Fig. 1). Consequently, improving the interest is rewarding if the number of
mobile nodes is large, while improving contact rates provides better performance
if the number of nodes is small. Using the results above, we can decide if the
performance is acceptable using only contact opportunities between mobile users
or if the addition of data kiosks becomes mandatory.

3.2 Number of Data Kiosks

We consider the situation where a hybrid solution is necessary to satisfy a given
performance objective for the application. The performance metric is defined as
the spreading time. An upper bound and a lower bound for the number of data
kiosks are obtained under the following assumptions:

– In the case of the hybrid solution, we assume that mobile nodes do not
change their interest in the lifetime of their journey (of course, they can add
new interest),

– the number of data kiosks is greater than λ/μ,
– subscribers do not hold a copy of the content at the beginning of their

journey,
– the number of infected nodes is at least equal to two by the spreading time

(one usually wants to have a lot of subscribers infected by the spreading
time).
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The following notations are introduced:

– m is the total number of subscribers at time 0.
– d is a performance objective for the expected spreading time.
– b is the number of infected nodes by the spreading time.

Proposition 2. If the number of data kiosks is larger than λ/μ, then an upper
bound and a lower bound of the number of data kiosks to ensure that b subscribers
will receive the content by the expected spreading time d are given by �L� < k <
�U�,

U =
λ

2μ
+

H +
√

H2 + 4λd (bγ + 1) (H + 1)
2μd

, (1)

L =
−λ (bγ + 2m)

4μ
+

2ς +
√

[λd (bγ − 2m) + 2ς]2 + 8λd
(
2b̃γ + 1

)
4μd

(2)

where H = e−(0.5+m)λd−ς − 1, ς =
b−1∑
i=0

1
m−i , bγ = b + e−γ − 1.5, b̃γ = b − e−γ,

γ is Euler-Mascheroni constant γ ≈ 0.57721, e is Euler’s number e ≈ 2.71828.
The proof is provided in section 4.

In the formulae, if b = m, the computed number of data kiosks ensures that a
subscriber will receive the content before d on average. The following corollary
is derived directly from Proposition 2.

Corollary 1. Suppose that the contact rate between a data kiosk and a mobile
node in two distinct environments A and B is μA and μB respectively. Let UA

and LA (resp. UB and LB) be an upper bound and a lower bound of the number
of data kiosks in the environment A (resp. B). If we keep the same requirement
for the expected spreading time, then a relationship between the bounds of the
number of data kiosks and the contact rates in these environments is as follows:

UB

UA
=

LB

LA
=

μA

μB
.

Corollary 1 shows that the bounds of the number of data kiosks scale linearly
with the contact rates between a mobile node and a data kiosk.

4 Analysis of the Number of Data Kiosks

In this section, we focus on the analytical model to compute the number of data
kiosks to meet a target for the expected spreading time.

We represent the number of copies of a given content in the network as an ab-
sorbing finite state Markov chain comprising b+1 states labeled by {0, 1, . . . , b}.
The chain is in state i when there are i infected nodes in the network. If a current
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state i is not the absorbing state b, the chain will make a transition into its next
state i+1 after a time period. The spreading time that we are going to compute
is the time until absorption of the chain.

We first compute the expected spreading time. A healthy node is infected the
content when it meets either one of k data kiosks or one of i infected nodes.
Then, a healthy node is infected with the content at an exponential rate λi+μk.

The chain leaves state i when one of m− i healthy nodes is infected with the
content. The event that a healthy node is infected occurs at an exponential rate
λi + μk, then the event that the chain will make a transition into its next state
occurs at an exponential rate (λi + μk) (m − i). Let Ti, 0 ≤ i ≤ b − 1, be the
time interval in which the chain stays in state i. Since Ti has an exponential
distribution with parameter (kμ + iλ) (m − i), we have E[Ti] = 1

(kμ+iλ)(m−i) .

Let T denote the spreading time, i.e. the time until there are b infected nodes

in the network. Then, T =
b−1∑
i=0

Ti and E[T ] = E

[
b−1∑
i=0

Ti

]
=

b−1∑
i=0

E[Ti].

We are ready to provide an expression for the expected spreading time d:

d =
b−1∑
i=0

1
(kμ + iλ) (m − i)

. (3)

We now have to compute the number of data kiosks to meet an objective for
the expected spreading time d. Unfortunately, it is not possible to find a closed-
form expression for m in the general case and we will therefore provide bounds.
Lemma 1 to 4 will give the foundation to derive these bounds. Due to space
limits, we only present the proof for Lemma 1. Details of the proofs for Lemma
2 to 4 can be found in [15].

Lemma 1. An expression of the expected spreading time represented under
digamma function is

d =
ψ (u + b) − ψ (u) + ς

λu + λm
(4)

where ς =
b−1∑
i=0

1
m−i , u = μ

λk, ψ (x) is a digamma function of x.

Proof. Using an equation 6.3.16 of the digamma function in [1], we have ψ (x + 1)

= −γ +
∞∑

i=1

(
1
i − 1

x+i

)
(x �= −1,−2, . . .) with γ is Euler-Mascheroni constant

γ ≈ 0.57721. Since k ≥ λ/μ, we get u = μk/λ ≥ 1. Applying the equation of

the digamma function, we find ψ (u + b) = −γ +
∞∑

i=1

(
1
i −

1
u+b−1+i

)
and ψ (u) =

−γ +
∞∑

i=1

(
1
i − 1

u−1+i

)
. Subtracting the later equation from the former, we get

ψ (u + b) − ψ (u) =
b∑

i=1

1
(u − 1) + i

=
b−1∑
i=0

1
u + i

. (5)
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From (3), we have d = 1
λu+λm

(
b−1∑
i=0

1
u+i + ς

)
where ς =

b−1∑
i=0

1
m−i , u = μ

λk.

Substituting (5) into the equation, we get (4) which proves Lemma 1. ��

Lemma 2. With u ≥ 1 and b ≥ 2, inequalities of ψ (u + b) − ψ (u) are

ln

(
1 +

b̃γ + 0.5
u + e−γ − 1

)
< ψ (u + b) − ψ (u) < ln

(
1 +

bγ + 1
u − 0.5

)

where bγ = b + e−γ − 1.5, b̃γ = b − e−γ.

Lemma 3. One solution of the inequality λdu + λdm − ς < ln
(
1 + bγ+1

u−0.5

)
is

{u ∈ R|u ≥ 1, u < u2} where

u2 = 0.5 +
H +

√
H2 + 4λd (bγ − 0.5) (H + 1)

2λd
, H = e−(0.5+m)λd−ς − 1.

Lemma 4. One solution of the inequality λdu + λdm − ς > ln
(
1 + b̃γ+0.5

u+e−γ−1

)
is {u ∈ R|u ≥ 1, u > u4} where

u4 =
− (bγ + 2m)

4
+

2ς +
√

[λd (bγ − 2m) + 2ς]2 + 8λd
(
2b̃γ + 1

)
4λd

.

We are almost ready to derive bounds of the number of data kiosks. Using
Lemma 1, we find λdu + λdm − ς = ψ (u + b) − ψ (u).

Because the number of data kiosks is larger than λ/μ, it follows that u ≥ 1.
Suppose that the number of infected nodes is greater than or equal to two by
the spreading time, b ≥ 2. Hence, using Lemma 2, we get ln

(
1 + b̃γ+0.5

u+e−γ−1

)
<

λdu + λdm − ς < ln
(
1 + bγ+1

u−0.5

)
. From Lemma 3 and Lemma 4, we obtain a

solution for the inequalities. Substituting u = kμ
λ into the solution, we find an

upper bound and a lower bound of the number of data kiosks �L� < k < �U�,
where U is represented by (1) and L is described by (2), which demonstrates
Proposition 2.

5 Validation

In this section, we validate the theoretical results through simulation under three
mobility models, and discuss the application of the results. For a given context
and a delay objective, we can state if the delay is acceptable to deploy the
service. If negative, we provide the number of data kiosks that should be added
in a hybrid DTN environment to meet the requirement.
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Fig. 2. CCDF of inter-contact time for the random walker mobility model

5.1 Simulation Settings

We simulated the user-preferred content distribution scheme under the random
waypoint, random direction and random walker mobility models in the Oppor-
tunistic Network Environment [10]. Mobile nodes move according to the mobility
models under consideration and data kiosks are uniformly located in a square of
size 4 km × 4 km. Radio ranges of nodes are 50 meters.

In the random waypoint mobility model, a node travels to a destination chosen
uniformly in an area with a constant speed. The speed of a mobile node (in km/h)
is chosen uniformly in [vmin, vmax] = [4, 10]. Upon arrival, the node continues its
trip by choosing a new destination and a new speed, independently of all previous
destinations and speeds.

In the random direction mobility model, a node selects an initial direction,
speed and a finite travel time. The node then travels in the direction at the speed
for the duration. Once this time expires, it chooses a new direction, speed and
travel time which are independent of all its past directions, speeds and travel
times. When a node reaches a boundary it is reflected. In our setting, the speed of
a mobile node (in km/h) is chosen uniformly in [vmin, vmax] = [4, 10], a direction
is uniformly distributed in [0, 2π), and travel time is exponentially distributed
with mean 1/4 hour.

In the two-dimensional random walker mobility model, a node moves on a
square grid at a constant speed. At crossroads, a node uniformly chooses to go
to a next crossroad in the front, in the back, on the left, or on the right. When a
node has reached a crossroad at the borders, it will go to the opposite crossroad
if the newly chosen crossroad is out of the borders. We set the distance among
adjacent crossroads to 80m and a constant speed of 4.8 km/h.

For the random waypoint and random direction mobility model, formulae for
λ and μ were introduced [6,7]. Using the parameter settings of our simulation,
we computed the values for λ and μ and found that the contact rates are λ ≈
0.0741 and μ ≈ 0.0409 for the random waypoint mobility model, λ ≈ 0.0577 and
μ ≈ 0.0437 for the random direction mobility model.

A mathematical formula for the exponential tail under the random walker mo-
bility model is, to the best of our knowledge, not known. Therefore we obtained
its value through simulation. Fig. 2 plots the complementary cumulative distri-
bution function (CCDF) of the inter-contact time on log-lin scale. Estimates of
contact rates for this last mobility model are λ ≈ 0.0127 and μ ≈ 0.0070.
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Fig. 3. Message delay vs. number of mobile nodes: Random waypoint, random direction
mobility model

5.2 Lower Delay to a Requirement

First, we consider the expected message delay in the situation with zero data
kiosk. For the three probability of interest (δ = 1, 0.4, 0.2), and under the three
mobility models, we varied the number of nodes between 5 and 80, and computed
the average message delay based on 1000 observations obtained from simulation
for each configuration. Figs. 3-4 plot the expected message delay as a function
of the number of nodes, comparing the theoretical analyses with the simulation
results. They confirm the accuracy of the theoretical analysis for these mobility
models. Although the inter-contact time is only exponential tail under the ran-
dom walker mobility model as we see in Fig. 2, the theoretical analysis still can
predict the message delay for the different probability of interest and the differ-
ent contact rates. The error between simulation and theoretical results increases
when the probability of interest is small.

Next, in the hybrid case, we run simulations for different number of subscribers
(k = 40, 60). The number of data kiosks was varied between 2 to 20. For each
setting, we ran 1000 observations and computed the expected spreading time
by which the content is delivered to 90 percent of subscribers. Then, we used
analytical expressions (1) and (2) to calculate an upper bound and a lower bound
of the number of data kiosks for a value of the average spreading time that we
found from simulation. For each spreading time, we compared the estimated
values of the number of data kiosks provided thanks to the theoretical solution
or by simulation. Fig. 5 depicts the results under the three mobility models.

We observe that analytical results can approximately predict the number of
data kiosks, but the lower bounds deteriorate as the expected spreading time
gets very small which is certainly not meaningful. Finally, we give an example
for the application of our results with ideal parameters. We first consider the
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Fig. 4. Message delay vs. number of mobile nodes: Random walker mobility model
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Fig. 5. Number of data kiosks vs. spreading time

scenario without data kiosk. The urban area is a square of size 4 km × 4 km.
There are 40 mobile nodes moving under the random waypoint mobility model.
The transmission range is 50 meters, the probability of interest is 1, as every node
is interested in the content. Under this scenario, the expected message delay is
roughly 2 hours (as in Fig. 3(a)). If we wish to spread the content to 90 percent
of the subscribers within 1 hour, it appears difficult to satisfy this requirement
in a network without data kiosk. We now consider an hybrid environment. We
keep these settings and find the number of data kiosks that we should add to
meet the requirement. As we see in Fig. 5(a), with 10 data kiosks we can lessen
the expected spreading time to 1 hour. We also see that the spreading time is
improved effectively with some data kiosks. For example, with 5 data kiosks
the expected spreading time can decrease to 2 hours in the random waypoint
mobility model (as in Fig. 5(a)), and approximately to less than 8 hours in the
random walker mobility model (see Fig. 5(e-f)).
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Fig. 6. Bounds of the number of data kiosks and the function of expected spreading
time

The simulation results confirm that the analytical models can predict the ex-
pected message delay and the number of data kiosks to meet a delay requirement.
The lower bound of the number of data kiosks gets close to the simulation re-
sults when the expected spreading time is small and the upper bound is accurate
when the expected spreading time is large (Fig. 6).

6 Conclusion

In this paper, we investigated the practicality of dissemination of daily news
over a DTN in an urban area. When the performance can not fulfill a require-
ment, a solution is to deploy a hybrid environment with data kiosks to overcome
the limit of the performance of DTNs. We obtained both a closed-form and an
approximation expression of the expected message delay. The results were used
to analyze the influence of user’s interest and contact rates on the performance
of DTNs. If the interest of people does not vary over the spreading time, we
compute the solution for the number of data kiosks that we need to deploy to
satisfy an expected spreading time objective. The results show that the message
delay in DTNs is in the range of several hours but can be significantly reduced
thanks to the addition of data kiosks. One question that we wish to address in
our future work is where data kiosks should be located to maximize the contact
opportunity between data kiosks and mobile users, or to minimize the delay. The
work can also be extended by taking into account interferences, packet sizes and
transmission times.
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Abstract. The context of underwater sensor networks (UWSNs)
presents special challenges for data transmission. For that context, we
examine the merit of using a simple, stochastic transmission strategy
based on the ALOHA protocol. The strategy uses a stochastic schedul-
ing approach in which time is slotted, and each network node broadcasts
according to some probability during each time slot. We present a closed-
form solution to an objective function that guides the assignment of the
broadcast probabilities with respect to overall network reliability. We
propose an easily distributed heuristic based on local network density
and evaluate our approach using numerical simulations. The evaluation
results show that even without using explicit control signalling, our sim-
ple stochastic scheduling method performs well for data transmission in
UWSNs.

Keywords: underwater senor networks, slotted ALOHA, network
reliability, MAC protocols.

1 Introduction

The monitoring and exploration of the ocean is of great importance to the sus-
tainable and environmentally sound development of the Earth. Activities such as
oceanographic data collection, offshore exploration, and ocean ecosystem moni-
toring are facilitated by the deployment of Unmanned or Autonomous Underwa-
ter Vehicles (UUVs, AUVs), equipped with underwater sensors, e.g., see Kennedy
et al. [5]. There is a growing demand for UUVs/AUVs that cooperate to perform
monitoring tasks; e.g., a fleet of small, inexpensive underwater AUVs for moni-
toring underwater waste sites was suggested by Nawaz et al. [15]. To cooperate
effectively, the nodes must be able to exchange data and control messages with
one other.

Underwater communication, however, is itself a challenging area of active
research (e.g., [12], [6]). Radio waves propagate underwater only at very low fre-
quencies (e.g., 30-300 HZ) and require high transmission power which generally
cannot be afforded on board by UUVs/AUVs. Underwater, optical waves are af-
fected by scattering effects and cannot be used to transmit over long distances.
So far, acoustic communication has been the physical layer of choice for underwa-
ter communication. Underwater acoustic communication, however, is subject to
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large propagation latency, low bandwidth, high bit error rate (BER), and com-
plex multipath fading. To make the situation worse, there can be large variations
in temperature, salinity, and pressure over short distances in the underwater en-
vironment, all of which can significantly impact acoustic propagation.

In existing RF communication systems, Medium Access Control (MAC) pro-
tocols are used to resolve contention issues in medium access. As a basic require-
ment, a MAC protocol should be able to find a transmission scheduling scheme
that eliminates or minimizes conflicting transmissions. To achieve this, an im-
plicit control mechanism (e.g., Time Division Multiple Access (TDMA)), or ex-
plicit control messages (e.g., Request-To-Send (RTS) and Clear-To-Send (CTS)
messages in Carrier Sense Multiple Access (CSMA) based protocols), are adopted.
Simulation studies have shown that the RTS/CTS based control, which alleviates
hidden/exposed terminal problems and improves network throughput [4], actually
degrades throughput when the propagation delay becomes large [21].

Interestingly, it has recently been shown that MAC protocols based on the
relatively simple ALOHA protocol [1] perform well in an underwater, multi-hop
environment in which there are significant propagation delays. Recently, Syed
et al. [19] modified the slotted ALOHA protocol for underwater, acoustic com-
munication so that ALOHA could achieve a throughput comparable to what it
achieves in RF networks. In related work, Petrioli et al. [11] evaluated various
MAC protocols for underwater sensor networks and found that in multi-hop, un-
derwater acoustic networks, ALOHA variants out-performed protocols in which
there were larger overhead costs. Additionally, simulations reported by Zhou et
al. [21] demonstrated that random ALOHA schemes can provide stable perfor-
mance in UWSNs.

There is no ‘one-size fits all’ MAC layer appropriate for all underwater appli-
cations. To date, no MAC protocol has been commonly accepted as an industrial
standard for UWSNs. For example Partan et al. [10] state that medium access is
an unresolved problem in underwater acoustic networks. Thus, it is likely that, in
specific application areas, lightweight, ALOHA-based MAC protocols will have
a place in underwater networking.

Motivated by the role we believe ALOHA based MAC protocols will play in
UWSNs, we have examined the merit of a simple, stochastic transmission strat-
egy based on the ALOHA protocol: Time is slotted, and at the beginning of
each time slot, each node in the network is assigned a probability for transmis-
sion. Such a simple link scheduling method is easy to implement and requires
virtually no control overhead. Therefore, we propose that stochastic variants of
slotted ALOHA such as the protocol we present here could be used for net-
working mobile underwater devices. In this context, the network topology may
change dynamically, and any energy wasted in colliding transmissions is inconse-
quential relative to the power requirements of the actuators on the AUVs. Addi-
tionally, one key communication requirement is to deliver relatively continuous,
but low bandwidth data among proximal nodes for navigation and coordination
purposes.
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Main Contributions: We lay the groundwork for exploring whether stochastic
scheduling for lightweight, ALOHA based MAC variants might provide suitable
solutions for underwater network communication challenges. Specifically, for the
stochastic variant of slotted ALOHA we proposed above:

- we consider how the transmission probability of a node should be adjusted
based on its local (at a given time) communication topology in order to obtain
good overall network performance;

- we present a closed form solution to an objective function for assigning the
transmission probabilities that is aimed at improving network performance in
terms of reliability;

- we show that a heuristic based on the optimizing values of our objective
function is easily distributed and shows good performance in simulations.

2 Related Work

2.1 Underwater MAC Protocols

A number of MAC protocols have been proposed to handle the special condi-
tions encountered in underwater multi-hop sensor networks, e.g., [8], [17], [9],
[13]. Despite the disadvantages of the inherent propagation delays, a number
of modern MAC protocols proposed for underwater communication nevertheless
rely on the exchange of handshaking contol messages for medium access. For
example, Slotted FAMA, as presented by Molins and Stojanovic [8], is based
on carrier sensing. Each network node constantly listens to the channel, but
stays idle unless it has permission to transmit, which is granted via an RTS /
CTS handshaking mechanism. Collisions are handled through a random back off
scheme. Simulations demonstrate that this protocol has promise for underwa-
ter mobile networks, although the authors consider an application in which the
data packets exchanged are much larger than the control packets used for the
handshaking. In this situation, the disadvantage of significant propagation de-
lays when employing handshaking for collision avoidance is somewhat masked.
The suitability of this approach for an application in which many small data
packets are exchanged on a frequent basis is not clear.

The T-Lohi MAC introduced by Syed et al. [17] also employs a synchronized
transmission frame with a handshaking scheme for collision avoidance. Unlike
Slotted FAMA, however, the protocol allows network nodes to sleep for energy
saving purposes. When a node using the T-Lohi protocol is ready to send data,
it attempts to reserve the channel by sending a control message (a tone) during
a reservation period. If the node does not hear one or more tones from other
nodes during this reservation period then it is clear to send; otherwise it backs
off and waits. Energy savings through sleeping are achieved by using custom
acoustic hardware that triggers the node to wake up when the tone is detected.

Considerable research has demonstrated the promise of underwater MAC lay-
ers that incorporate CDMA; e.g. the work of Pompili et al. [13], the work of
Page and Stojanovic [3], and the work of Tan and Seah [20] . The approach is
particularly suited for some challenging application areas, such as shallow water
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operation where multi-path interference is a major factor. In other applications
however, e.g. where congestion issues dominate, the operational simplicity of
ALOHA schemes can be attractive.

In contrast to CDMA based approaches, Slotted FAMA and T-Lohi, the
UWAN-MAC protocol presented by Park and Rodoplu [9] does not employ a
handshaking mechanism using control messages to reserve channel access. When
using UWAN-Mac, each node transmits infrequently but regularly, with a ran-
domly selected offset. The schedule of a node’s neighour is learned via syn-
chronization packets sent during an initialization period. The approach achieves
energy savings by finding locally synchronized schedules such that network nodes
can sleep during idle periods. Although there is no explicit method for avoiding
collisions, the collisions are shown to be rare. The approach relies, however, on
a static network in which the transmission delays between any pair of nodes re-
main roughly constant. The UWAN-MAC approach has some similarity in spirit
to the stochastic scheduling we consider in this paper, and it should be possible
to modify UWAN-MAC to benefit from our analysis, e.g., by adapting the duty
cycle of each node based on local network density.

2.2 Stochastic Scheduling

The class of problems related to assigning a slot to each node in a wireless net-
work for the purposes of collision avoidance is referred to as broadcast schedul-
ing. Such problems were considered as early as the mid-eighties by Chlamtac and
Kutten [2], for example. Later in that decade, Ramaswami and Parhi [14] showed
that the problem of finding a minimum length schedule that allows each node
to hear from each neighbour is NP-complete and presented effective heuristics.

In previous work [7], Marinakis and Whitesides presented a slotted stochas-
tic transmission strategy which they compared to broadcast scheduling in the
context of an alarm network. They addressed the question of how a network of
nodes might signal the occurrence of an event capable of disabling the sensors.
The approach called for the nodes to exchange messages regularly during normal
operation, but to signal the occurrence of an alarm event by ceasing to transmit.

In the work we present in this paper, we consider in detail the merit of such
stochastic scheduling approaches for underwater sensor network applications.

3 Network Model

We model the multi-hop communication links available between the network
nodes at any instant in time as a directed graph G = (V, E) in which each
vertex v ∈ V represents a network node and each edge eij ∈ E denotes a
potential communication link from node i to node j, i.e., node i can transmit
data to node j if and only if eij ∈ E in a selected channel.

We make the following assumptions on data communication:

– A node that is transmitting may not receive at the same time. If a node is
tuned to receive on a channel m, then a packet can be received if and only if
exactly one of its neighbors is transmitting on that channel. This constraint
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provides a simple way to model collision issues such as the hidden terminal
problem.

– Time is slotted, and at the beginning of each time slot, a node selects a
channel m at random (e.g., uniformly). It then transmits on channel m with
a given probability which is determined according to various performance
goals. If the node does not transmit, then it tunes its acoustic transceiver to
receive on channel m.

– All nodes maintain synchronized clocks and may select to time their com-
munications to occur during a particular slot. Note that this assumption is
common, and there are a number of techniques that could be used to ac-
complish this task; see Syed and Heidemann [18] for an example of a time
synchronization method appropriate for acoustic networks, and see Sivrikaya
and Yener [16] for a more general survey of time synchronization techniques
in wireless sensor networks.

We will refer to this approach as Stochastic Scheduling.

4 Stochastic Scheduling on a Single Channel

In this section, we analyze the single channel case. Rather than handling the col-
lision issue by an assignment of deterministic schedules, instead we propose to
assign to each node in the network a time slot transmission probability. Thus we
want to specify a set of appropriate values P = {pi}, ∀i ∈ V . Since the goal of our
analysis will be to obtain good heuristics that can be used to design simple and
distributed scheduling, we ignore (at first) the propagation delay to ease the anal-
ysis; later, in our simulation study, we evaluate the impact of propagation delay.

4.1 Basic Constraints and General Guidelines

As a preliminary, we consider the impact of P on the probability of one node
communicating with another. To this end, we define a throughput graph corre-
sponding to a given network.

Definition 1. The throughput graph of a given network G = (V, E) is a
weighted, directed graph, denoted by G′ = (V, E, R), where R denotes the set
of weights rij on the corresponding edges eij. The weight rij of an edge eij

corresponds to the probability that node j receives a message from a neighbouring
node i during a given time slot.

We call G′ the throughput graph because the weight assigned to the directed edge
eij is proportional to the amount of data across that link in a long run. Based on
the second assumption in the network model in Section 3, it is easy to obtain:

rij = pi(1 − pj)
∏

k∈N(j),k �=i

(1 − pk), eij ∈ E (1)

where N(x) denotes the neighbours of x in G.
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Fig. 1. Example graph showing the influence of pi. If pi is adjusted upwards, then
the throughput across links (i, j1) and (i, j2) will be increased, while that of the links
(j1, i), (j2, i), (k1, j2), (k2, j2) and (k3, j2) will be decreased.

Equation (1) captures the basic constraint on the value assignment in P . The
impact of this constraint is illustrated in Figure 1. In particular, if a node’s
time slot transmission probability is increased, the long-term throughput from
this node to its neighboring nodes will be increased, which may lead to lower
transmission opportunities at the neighbours.

4.2 An Objective Function for the Assignment of P Values

We define a natural objective function, Qr and show how to use it to assign P
values.

Definition 2. We define the overall reliability Qr of network G = (V, E) as
a function evaluated over the corresponding throughput graph G′ = (V, E, R):

Qr =
∏

rij∈R

rij . (2)

We call Qr the overall network reliability, because in the long run Qr represents
the chance that a data packet could be successfully routed along an arbitrary
path q in |q| time slots, where |q| is the length of the path.

4.3 Maximizing Overall Network Reliability

We will now show how to assign the values in P = {pi}, ∀i ∈ V , to maximize
the overall network reliability Qr. Since Qr is a function of P , we rewrite it as:
Qr(P ) =

∏
i,j∈R rij . By taking the log of both sides we get:

Q′
r(P ) =

∑
i,j∈R

log rji,

where Q′
r(P ) = log Qr(P ).

Now we would like to find the values of P that maximize Q′
r. We proceed by

considering the partial derivatives of Q′
r with respect to the value of pi ∈ P :

∇Q′
r =

(∂Q′
r

∂p1
,
∂Q′

r

∂p2
, . . .

∂Q′
r

∂pn

)
where n = |V |. A single partial then becomes:

∂Q′
r

∂pi
=
∑

eij∈E

1
rij

∂rij

∂pi
. (3)
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The partials for pi are only non-zero, however, for rij , j ∈ N(i) and rji, j ∈ N(i)
and rkj , k ∈ N(j), k �= i, based on the basic constraint in Equation (1). We can
now consider the partial of a single weight value with respect to pi. In particular,
for the outbound links from i to j:

∂rij

∂pi
=

∂

∂pi
pi(1 − pj)

∏
k∈N(j),k �=i

(1 − pk) =
rij

pi
. (4)

For the inbound links from j to i where j ∈ N(i) we have:

∂rji

∂pi
=

∂

∂pi
(1 − pi)pj

∏
k∈N(j),k �=i

(1 − pk) =
−rji

1 − pi
, (5)

and similarly, for the links from k to j where k ∈ N(j), k �= i we have:

∂rkj

∂pi
=

∂

∂pi
(1 − pi)(1 − pj)

∏
k∈N(j),k �=i

(1 − pk) =
−rkj

1 − pi
. (6)

Let us denote the set of links for which there exists a non-zero partial with
respect to pi as Ri. This set can be described as all links that have their tail
endpoints adjacent either to the vertex i or to one of its neighbours: Ri =
{rkl}, k ∈ {N(i) ∪ i} .

We can further categorize the directed links affected by pi into those with
a positive partial derivative: Ri+ = {rkl}, k ∈ N(i), and those with a negative
partial derivative: Ri− = Ri \ Ri+. Let δi denote the degree of node i ∈ V and
let δ̄i denote the sum of the degrees of all the neighbours of i: δ̄i =

∑
j∈N(i) δj .

It is easy to see that |Ri+| = δi and |Ri−| = δ̄i.
Let us now return to Equation (3) and take the partial derivative of Q′

r with
respect to pi:

∂Q′
r

∂pi
=
∑

i,j∈R

∂rij

∂pi

1
rij

=
∑

i,j∈Ri+

∂rij

∂pi

1
rij

+
∑

i,j∈Ri−

∂rij

∂pi

1
rij

=
∑

i,j∈Ri+

rij

pi

1
rij

+
∑

i,j∈Ri−

−rij

1 − pi

1
rij

=
δi

pi
− δ̄i

1 − pi
. (7)

Since the partial derivative of our objective function Q′
r with respect to a single

pi does not depend on the other elements of P , we can set each partial to zero
in order to find the value of each pi that will maximize Q′

r and of course Qr as
well: pi = δi/(δi + δ̄i) . If we now let Δi = δ̄i/δi be the average degree of i’s
neighbours we can express the above closed form result as:

pi =
1

1 + Δi
. (8)

5 Stochastic Scheduling on Multiple Channels

In the case where we have M(M > 1) frequency channels, the value for R in G′

will take on slightly different values. We can calculate the value of rij as follows:
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rij =
1
M

pi
1
M

(1 − pj)
∏

k∈N(j),k �=i

(1 − 1
M

pk), eij ∈ E (9)

where N(x) denotes the neighbours of x in G. This calculation is analogous to
Equation (1) for the single frequency variant.

Following the same analysis steps as in the single channel case, we arrive at
the following values for P that maximize overall network reliability:

pi =
2δiM + δ̄i −

√
δ̄i

2 + 4δiM(M − 1)

2(δi + δ̄i)
. (10)

Due to space limitations we omit the derivation.

6 A Distributed Algorithm for Stochastic Scheduling

The analytical results in the previous sections provide us with heuristics for
for designing a simple, distributed algorithm for Stochastic Scheduling. In this
section, we present a distributed algorithm that is aimed at maximizing over-
all network reliability. It is straightforward to assign P values in a distributed
manner in order to optimize overall network reliability. Equations (8) and (10)
depend only on the knowledge of the local communication topology and the num-
ber of frequency channels employed. We will refer to this heuristic for assigning
p values as the Average Neighbourhood Degree Heuristic (ANDH) .

For the single channel case we present the following distributed algorithm for
selecting a suitable value of the transmission probability of an individual node:

1. During initial deployment, a default value for pi can be assigned to each
node given a rough estimate of the typical network density.

2. Each node maintains a neighbour table with one entry for each of its neigh-
bours. Each neighbour table entry includes the unique media access control
(MAC) identification of the neighbour, along with the timestamp and the
number of neighbours reported by that neighbour.

3. Each node exchanges neighbour count estimates with each of its neighbours,
and then updates its transmission probability pi accordingly.

4. At each time slot, with probability pi, on a channel selected uniformly at
random, a node broadcasts its unique media access control (MAC) identifi-
cation, the number of entries in its neighbour table, and any data payload.

5. If not transmitting, the node tunes its receiver to a channel selected uni-
formly at random, and if it receives a message, it adds the appropriate details
to its neighbour table and updates its pi values according to Equation (8).

6. (Optional if the network topology changes, e.g., in a mobile environment)
Entries older than a threshold ω may be discarded. In addition, the local pi

value could be smoothed by using, for example, exponential averaging or a
similar technique suitable for a low powered platform.
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7 Performance Evaluation

We perform simulation studies to evaluate our Stochastic Scheduling approach.
In the simulation, we build the network topology using disk graphs. The graphs
are obtained by selecting points uniformly at random in a region of the plane
bounded by a circle of diameter D as the locations of the network nodes. An edge
is then assigned between any two vertices if the pair-wise distance between their
associated locations is less than a given fraction α of the deployment diameter
D. Since the parameter α can be used to control the number of communication
links of the network, we call it the communication ratio. We assign a delay to an
edge proportional to the distance between the pairs (but rounded to a discrete
value for ease of simulation). To save space, we only show performance results
over a single channel.

7.1 Performance under Varying Load and Propagation Delay

As a general test of network performance we simulated an application in which
each device, at random intervals, broadcasts a data packet to each of its neigh-
bours. For this test, we controlled the traffic load by assigning each node a
probability that a data packet is passed down to its MAC layer at the beginning
of each time slot. We selected T-Lohi [17] for comparison because this protocol
represents a typical example of using lightweight control packets (i.e. it uses a
RTS control packet only). Our implementation of the T-Lohi algorithm is as
described in ‘Algorithm 1’ of [17] using a single time slot as the duration of a
contention round.

As shown in Figure 2(a), T-Lohi performs better than our Stochastic Schedul-
ing under light traffic load, because T-Lohi employs control messages for media
access. Nevertheless, our Stochastic Scheduling approach performs much better
under heavy traffic load. This demonstrates that using control packets may not
bring benefits for underwater acoustic communications, because the propaga-
tion delay is determined by the pair-wise distance of two communicating nodes,
whose locations may be random. Such a randomness offsets the benefit of using
control packets.
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Fig. 2. (a) Average time from queuing a packet until its delivery (T-Lohi vs. Stochastic
Scheduling using the ANDH); (b) Percentage of successful packet transmissions over
all links as a function of traffic load; and (c) the same as (b) but under the condition
of long propagation delay. Results were averaged over 100 trials of 100-node networks
using a communication ratio α = 0.25. Error bars depict one standard deviation.
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Fig. 3. (a) Average link delay in units of time slots for networks of different node
densities. Results were averaged over 100 trials of 100-node networks for each node
density. (b) Mean flood time in dynamic networks for successful floods only and (c)
fraction of broadcast floods that reached all nodes (i.e., succeeded) with broadcast
scheduling. Note that all ANDH floods succeeded in all trials. Results are averaged
over twenty 100-node networks generated with a communication ratio α = 0.25. Error
bars depict one standard deviation for all plots.

In Figure 2(a), in order to investigate the average transmission delay, we
assumed a very large queue size to avoid buffer overflow. To further study how
many packets could be delivered within a given time constraint, we changed the
queue size to one so that a packet is considered undelivered, should it be passed
down to the MAC layer when the queue is full. Figure 2(b) shows the average
percentage of a node’s neighbors that receive a packet sent by that node, under
different traffic loads. We can also see that the performance of our Stochastic
Scheduling with the ANDH outperforms T-Lohi when traffic load becomes heavy.

The results shown in Figures 2(a) and (b) were obtained by setting the prop-
agation delay much smaller than the length of a time slot. We then increased the
propagation delay considerably to further investigate its impact. In particular,
we set the max propagation delay in the network to three times the length of
a time slot. Figure 2(c) shows the results under this set of tests. Comparing
Figure 2(b) and Figure 2(c), it can be seen that Stochastic Scheduling is almost
unaffected, but the T-Lohi protocol suffers considerably. This is due to the fact
that the RTS control packets used by the T-Lohi protocol may fail to reserve
the channel due to propagation latency.

7.2 Performance under Dynamic Network Conditions

Although it can be seen that Stochastic Scheduling has some advantages over
protocols that rely on handshaking under conditions such as heavy load, we
also investigated how it compares to a TDMA based, deterministic scheduling
approach.

For this test, we used Hamming distance as a metric to measure the dynamic
change in the network topology. Assume that the adjacency matrix of graph
G1 = (V1, E1) is A1 = [aij ] and the adjacency matrix of graph G2 = (V2, E2) is
A2 = [bij ], where V1 = V2 and |V1| = |V2| = n. The Hamming distance of the
two graphs is defined as

∑n
i,j=1(aij − bij)2.

For the deterministic scheduling, we implemented the broadcast schedule ob-
tained with the centralized heuristic described in [14]. Simulations suggest that
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Stochastic Scheduling results in a poorer average latency than a deterministic
transmission schedule when static networks are considered, as shown in plots (a)
and (b) of Figure 3.

To test the performance under dynamic networks, we generated networks of
100 nodes, using a communication ratio α = 0.25. For each network, the ANDH
P values in our Stochastic Scheduling and the deterministic broadcast schedules
were determined. Then the edges of the network were changed to make it evolve
to a new network, such that the Hamming distance of the two networks was larger
than a given value. A global message broadcast was then simulated originating
from a single node on this new network, but with transmission schedules based
on the old network. We considered how long it would take for a particular piece
of information from a single node to broadcast throughout the new network.
Plots (b) and (c) of Figure 3 show the results of the flood simulation in which we
tested the robustness of stochastic and deterministic approaches to changes in the
communication network. It can be seen that although there is a lot of variability
in flood times, the Stochastic Scheduling approach continues to function even if
the network topology changes. The deterministic approach, on the other hand,
depends on a specific topology and fails catastrophically once the underlying
communication graph shifts.

To summarize, the stochastic nature of our approach makes it well suited
for applications where propagation delay is long and random. For such applica-
tions, deterministic scheduling or protocols that rely on control packets to resolve
medium contention may not perform well when traffic load becomes heavy.

8 Conclusions and Future Work

We have presented and evaluated the concept of using a lightweight variant of
slotted ALOHA in conjunction with a Stochastic Scheduling approach in which
network nodes transmit according to some time slot transmission probability. We
have obtained a closed-form solution for the assignment of transmission prob-
abilities that maximize overall network reliability and have presented an easily
distributed algorithm for assigning these optimal values. Performance results
demonstrate that even without using any control signaling, our simple Stochas-
tic Scheduling works well for the context of UWSNs, where propagation delay is
not negligible.

In future work we will extend our analysis to incorporate propagation delay (
link lengths ). This will involve adding a temporal aspect to our analysis beyond
the scale of a single communication slot. Additionally, we plan to further inves-
tigate our approach though experiments using custom acoustic communication
hardware.
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Montréal, Quebec, Canada, pp. 41–48 (September 2007)



146 D. Marinakis, K. Wu, and S. Whitesides

20. Tan, H.X., Seah, W.K.: Distributed cdma-based mac protocol for underwater sen-
sor networks. In: IEEE Conf. on Local Computer Networks, Los Alamitos, CA,
USA, pp. 26–36 (2007)

21. Zhou, Z., Peng, Z., Cui, J.: Multi-channel mac protocols for underwater acoustic
sensor networks. In: WUWNet (September 2008)



Using SensLAB� as a First Class Scientific Tool

for Large Scale Wireless Sensor Network
Experiments

Clément Burin des Roziers2, Guillaume Chelius2,1,5, Tony Ducrocq2,
Eric Fleury1,2,5, Antoine Fraboulet3,2,5, Antoine Gallais4, Nathalie Mitton2,
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Abstract. This paper presents a description of SensLAB(Very Large
Scale Open Wireless Sensor Network Testbed) that has been developed
and deployed in order to allow the evaluation through experimentations
of scalable wireless sensor network protocols and applications. SensLAB’s
main and most important goal is to offer an accurate open access multi-
users scientific tool to support the design, the development tuning, and
the experimentation of real large-scale sensor network applications. The
SensLAB testbed is composed of 1024 nodes over 4 sites. Each site hosts
256 sensor nodes with specific characteristics in order to offer a wide
spectrum of possibilities and heterogeneity. Within a given site, each one
of the 256 nodes is able both to communicate via its radio interface to its
neighbors and to be configured as a sink node to exchange data with any
other ”sink node”. The hardware and software architectures that allow to
reserve, configure, deploy firmwares and gather experimental data and
monitoring information are described. We also present demonstration
examples to illustrate the use of the SensLAB testbed and encourage
researchers to test and benchmark their applications/protocols on a large
scale WSN testbed.

Keywords: Wireless Sensor Network, Testbed, Radio, Monitoring,
Experiments.

1 Introduction

Wireless sensor networks (WSN) have emerged as a premier research topic. In the
industrial domain, wireless sensor networks are opening up machine-to-machine
� Supported by the French ANR/VERSO program. http://www.senslab.info
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(M2M) communications paradigms. However, due to their massively distributed
nature, the design, the implementation, and the evaluation of sensor network
applications, middleware and communication protocols are tedious and really
time-consuming tasks. It appears strategic and crucial to offer to researchers and
developers accurate software tools, physical large scale testbeds to benchmark
and optimize their applications and services. Simulations remain an important
phase during the design and the provisioning step. However, they suffer from
several imperfections as simulation makes artificial assumptions on radio prop-
agation, traffic, failure patterns, and topologies [6,8]. As proposed by initiatives
in Europe and worldwide, enabling “open wireless multi-users experiment fa-
cility testbeds”, will foster the emergence of the Future Internet and would be
increasingly important for the research community. There is an increasing de-
mand among researchers, industrials and production system architects to access
testbed resources they need to conduct their experiments.

In this paper, we describe SensLAB, an open access multi-user WSN testbed
(see Figure 1), which has been designed and deployed to answer all these needs
(Section 2). SensLAB provides appropriate tools, methods, experimental facil-
ities for testing and managing large scale wireless sensor network applications.
As such, it lowers the entry cost to experimentation, often considered as a com-
plex and heavyweight activity, with no extra management burden, accelerating
proof-of-concept evaluation and competitiveness. We first describe the hardware
and software architectures of the platform (Section 3), then we show how easy
and efficient it is to use it through a couple of application examples (Section 4).

2 Context and Design Requirements

One barrier to the widespread use of wireless sensor networks is the difficulty of
coaxing reliable information from nodes whose batteries are small, whose wire-
less medium is sporadic, etc. It is thus very important to conduct in situ exper-
iments and researches to better understand the characteristics and compensate
for some of these flaws and reach the state of maturity to make them practical.
Unfortunately, the development and testing of real experiments quickly become
a nightmare if the number of nodes exceeds a few dozens: (i) sensors are small
devices with very limited capacities in terms of debugging and friendly pro-
gramming; (ii) software deployment and debugging require the connection of the
device yielding to individual manipulations of each single node; (iii) sensors
are generally powered by a battery which has limited lifetime, etc.

When the SensLAB project was initiated in 2005/2006, the number of WSN
testbeds was limited or did not met the requirements we did have in mind (in-
dependence from any specific OS/language, accurate consumption monitoring,
reproducible experiments). Nowadays, other WSN testbeds like moteLab [10]1,
Kansei [1]2, WASAL3 or TWIST [4] exist. Our goal is not to compare here all
the features of all platforms. Note that it will however really valuable to do so
1 http://motelab.eecs.harvard.edu/
2 http://ceti.cse.ohio-state.edu/kansei/
3 http://wasal.epfl.ch/

http://motelab.eecs.harvard.edu/
http://ceti.cse.ohio-state.edu/kansei/
http://wasal.epfl.ch/
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Fig. 1. SensLAB testbed is composed of 4 distributed WSN interconnected by Internet
(1024 nodes in total). Mobile nodes are available on Strasbourg and Lille thanks to
several toy electric trains remotely controllable and to supply power to the nodes. There
is no fundamental limitation on the number of sites or number of nodes per site.

in order to gather all functionalities available in various systems and ease future
large scale federations. The Kansei testbed runs 210 Extreme Scale Motes (XSM)
hooked individually onto 210 Extreme Scale Stargates (XSS). Kansei provides
a testbed infrastructure to conduct experiments with 802.11b networking and
XSMs. For some testtbeds specific operating system (e.g. TinyOS), MAC layer
(e.g. IEEE 802.15.4) or/and program language (e.g. NesC) are imposed, which
drastically limit optimization possibilities. Some platforms do not provide ra-
dio or power instrumentation (e.g. WASAL) nor noise injection. Recently, the
WISEBED4 project shows the ambition to federate several WSN testbeds in
order to establish a European wireless sensor network. It seems that applica-
tion should be developed by using a specific API dedicated to the WISEBED
platform. A great benefit of the WISEBED project outcomes is the release of
Wiselib, an algorithm library for sensor networks (localization, routing) since it
pursues a common goal of lowering the accessibility investment in terms of time
for WSN application development .

We propose to address the problems listed above by operating SensLAB as
an open research facility for academic and industrial groups. SensLAB pro-
vides a research infrastructure for the exploration of sensor network issues in

4 http://www.wisebed.eu/

http://www.wisebed.eu/
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reproducible experimental conditions. The platform is generic, open and flex-
ible: it means that a user is able to remotely access (web access) and deploy
his/her applications without any kind of restrictions on the programming lan-
guage, on the programming model or on the OS that he/she desires to use. Sens-
LAB provides an easy way to set an experimentation, to let the user choose the
number of nodes, sensor & radio characteristics, topology considerations, exper-
imentation time, etc. SensLAB also integrates an efficient reservation tool to
schedule different experimentations. During a experiments running, users have
an on-line access to his/her nodes (either by the web or by a command line shell)
at anytime.

The SensLAB architecture must satisfy several strong requirements in terms
of software and hardware: (i) reliable access to the nodes in order to perform
operations such as a reset or firmware flashing whatever is the state of the sensor
node or the software it is running. (ii) non intrusive and application transpar-
ent real time monitoring of each sensor node. The external monitoring (i.e.,
totally independent from the deployed user application code) will include pre-
cise and real-time access to fundamental parameters such as energy consumption
and radio activity; (iii) real time control of the experiments by providing a set
of commands that may influence an application environment (e.g., turn on/off
nodes to mimic crashes, emit radio noise by sending fake data in order to tamper
with transmissions, modify the monitoring frequency parameters).

3 Main Elements of SensLAB

Figure 2 gives an overview of the testbed services. The user sets his/her experi-
ment through a webportal. A virtual machine is setup with all the development
tools and chains preconfigured (cross compilation chains, OS, drivers, commu-
nication libraries). The user can also access and use higher level development
and prototyping tools (like cycle accurate hardware platform simulator / radio
wireless network simulator [3]). When an experiment is launched, specific SQL
tables related to the experiment are created. All monitoring data collected dur-
ing an experiment are stored in tables to support subsequent analysis. The user
is thus able to perform postmortem analysis but the system also provides online
data analysis services (OLAP). Each service is replicated on each site in order to
be fault tolerant (DNS for users virtual machines, LDAP for authentication. . . ).
Fig. 3 details all the software components deployed on each site.

3.1 SensLAB Hardware Components and Infrastructures

The SensLAB hardware infrastructure consists of three main components: (i)
The open wireless sensor node dedicated to the user, (ii); The full Sens-
LAB node that encompasses the open node also includes a gateway and a
closed wireless node; (iii) The global networking backbone that provides power
and connectivity to all SensLAB nodes and guaranties the out of band signal
network needed for command purposes and monitoring feedback.
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Fig. 2. Simplified view of the platform usage/services (left). SensLAB portal (right).

The open wireless sensor node is made available to the user during his/her
experimentation. This node is totally open and the user is granted a full access
to the memory. The current trend for wireless sensors nodes is geared toward
a common architecture based on off the shelf 16-bit micro-controllers. We thus
clearly target low power wireless sensor nodes constrained in memory and energy
like existing products already on the market5. In order to meet with the require-
ments in terms of energy monitoring, reproducibility, we need to master the
architecture and a solution has been to design our own board, named WSN430,
in order to include all control signals and thus guarantee a reliable control and
feedback6. The nodes are based on a low power MSP430-based platform, with a
fully functional ISM radio interface7.

To control the open WSN430 node that the user will request and use, we
choose to mirror it with another WSN430 whose specific role is to control the
open one. In order to link the two WSN430 nodes and also to meet with all
mandatory requirements listed previously, we design the SensLAB gateway board
in order to insure the control and management of the platform: Automated
firmware deployment on open node; Accurate power monitoring of open nodes,
both on battery and DC power supply (measure precision is 10μA, and power
sampling around 1kHz); RSSI measures and noise injection; Configurable sensor
polling on the control node (temperature, light, acoustic activity); Fixed (Eth-
ernet) as well as mobile (Wifi) communication with Node Handler via Connect
EM module for the Ethernet version (or a Digi Connect Wi-EM for the Wifi
version8). These modules embed an ARM7-based module plus Ethernet or Wifi
specialized chips; Power over Ethernet support for a standardized and easy power

5 WiEye, Micaz, Tmote-Sky, TinyNodes.
6 All designs are released under a Creative Commons License.
7 Two versions are currently available: an open 868MHz radio interface and IEEE

802.15.4 radio interface at 2.4GHz.
8 These 2 modules are pin-to-pin compatibles, allowing only 1 unique board design,

with either an Ethernet or a Wifi module on it.
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management; Sink capability for each open node (in/out characters stream redi-
rection). The trade off made was to design our own SensLAB gateway instead
of using linux box.

3.2 SensLAB Software Architecture

The SensLAB software architecture is replicated over the four testbed sites, and
it is divided in several parts which interact together as shown in Figure 3. We
detail below their functionalities:

Fig. 3. Software SensLAB architecture and technological choices and the Experiment
Handler software structure

Control node software: i.e. the firmware running on the control node. It is in
charge of powering up/down, resetting and monitoring the open node activity
(power consumption, radio activity/RSSI). All these actions can be executed
either asynchronously on the user’s request, or automatically and periodically.
The control node can also be used to set the ADC pins of the open nodes, al-
lowing to send specific stimuli to the open nodes and thus guarantying a totally
reproducible environment on the sensing part. By reproducible environment, we
mean that it is possible to record a trace of events/values on a ADC sensor
device and during another experiment to ”replay” such values instead of read-
ing real ones. It allows to change application parameters without changing the
environment sensed, and thus allows to compare things that are comparable.

Gateway node software: i.e. the firmware running on the gateway. It manages
the interface between the open and control nodes, and the SensLAB site server
over IP communications. It forwards the command frames addressed to the con-
trol node, updates the open node’s firmware (BSL protocol), and forwards the
open node’s serial link to the server (sink application).

Experiment handler software: The experiment handler software (Fig. 3) is
the server side interaction point with all the 256 nodes of a site. It can execute
all methods described above such as firmware update, energy consumption mon-
itoring, polling, etc. It also receives the data coming from the serial links of open
nodes relayed by the gateway nodes. It instantiates a ’testbed manager’ object
and an OSGi container when started. The OSGi container embeds several bun-
dles, responsible for all the interactions with the nodes: the Node Handler bundle
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sends command frames to the gateway and the control node; the Firmware De-
ployer bundle provides one service allowing parallel deployment of a firmware
on several open nodes; the Sensor Controller bundle allows parallel sensor mea-
surement; the Sink Forwarder bundle provides efficient data redirection between
nodes and users’ VMs.

Batch scheduler software: Through a web form (or by uploading an xml
file), the user configures his/her experiment and specifies requested nodes (either
mobile or fixed nodes, with a CC1100 or CC2420 radio chip, outdoor or indoor,
location and the number of nodes), experiment’s duration and eventually a start
date. Those information are transmitted to the batch scheduler software, which
is the server-side module allowing optimal experiments scheduling and resources
allocation. This module is based on the use of OAR9, which is a versatile resource
manager for large clusters.

User virtual machines: A complete Linux environment is made available to
each registered user allowing him/her to build sensor firmwares thanks to the
complete set of tools installed. from his/her VM, user interacts with the nodes
of his/her running experiment. He/She can also run any dedicated application
to handle the nodes’ serial link outputs.

4 Conducting Experimentations with SensLAB

When a user wishes to conduct some experiments on the SensLAB platform,
he/she first needs to configure his/her experiment through the webportal. As dis-
played by Fig. 4(a), SensLab offers an easy way to select nodes needed. Through

(a) Step 1 (b) Step 3

Fig. 4. The SensLAB web portal for Lille’s platform

9 http://oar.imag.fr

http://oar.imag.fr
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this web portal page: the user is able to choose the experiment name (Networking
2011 on Fig.), the duration of the experiment (15min) and if the experiment has
to start as soon as possible or at a chosen date (as soon as possible in our case).
Then, nodes on which the experiment will be run have to be chosen, either
through their Id or on the map. These nodes are then associated with a specific
firmware provided by the user. A summary page is then displayed (Fig. 4(b)).
In our case, one node is configured as a sink and 94 as anchors.

Once configuration is done, the experiment is submitted. SensLAB automat-
ically reserves nodes. At starting time, i.e. in our case, as soon as chosen nodes
are all available, SensLAB configures control nodes, deploys firmwares, and re-
sets the experiment’s nodes. Every action is performed automatically and in a
transparent way for the user.

Once the experimentation is launched, the user is able to interact with the
running experiment as we will see in following sections illustrating an experiment.
Results chosen to be retrieved (by polling or reading on serial port) are available
in the user’s virtual machine.

In the remaining of this section, we give some examples of utilization of the
platform through several applications examples.

4.1 SensLAB for Testing Geolocalization Protocols

To illustrate the benefits and the use of the SensLAB testbed in designing new
algorithms, we focus on an animal tracking application [7]. To geolocalize them,
some fixed nodes called anchors are spread in the park and receive signals from
mobile nodes as soon as they are in range. Anchor nodes register the mobile
node identifier, the RSSI (Received Signal Strength Indicator) of the signal and
the date. Then, these data needs to be routed to a sink node. This latter is
connected to a computer gathering data and computing mobile node location
based on these data. Note that the geolocalization application has been simplified
as possible since the main purpose here is to highlight SensLAB benefits.

In the setup, the first step is to cover the bounded area by deploying anchors.
The next step is to set up the routing infrastructure to allow every anchor to
send data to the sink. Once again, the routing process used here is simplified.
When anchors are deployed and powered on, the sink is initialized. It then
starts to send BEACON and every anchor receiving this BEACON attaches itself to
the sink. The sink becomes its parent. Then every attached anchor u forwards
the BEACON. Every unattached anchor receiving a beacon from u, chooses u as
its parent. When every anchor has chosen a parent, the whole area is covered
and mobile messages can be forwarded to the sink as follows. When an anchor
receives a data message from another anchor or needs to send its own data, it
forwards it to its parent. Step by step, the message eventually reaches the sink.
The sink sends data through its serial link and the computer connected to it
gathers the different messages and estimates mobile node positions.

Demonstration overview: Demonstration was conducted from the Lille’s Sens-
LAB site. Nodes of this site are featured with CC2420 radio chip and 32 among
the 256 nodes are mobile, mounted on several toy electric trains. For the need
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(a) Gradient and Hello messages (b) Localization computation

Fig. 5. Real time interaction with the running experiment

of the application, we will reserve a grid of 5 × 10 nodes and 2 mobile nodes
located on different train paths. Mobile nodes will represent the animal while
fixed nodes will stand for anchor nodes. The reservation is be performed through
the SensLAB web portal (see Section 3). Three firmwares have to be compiled
for the experimentation, respectively for mobile, anchor and sink nodes. In the
experiment only one profile will be used tuned with nodes on DC power. Con-
sumption polling is sampled every 50 ms. All fixed nodes except one will be
associated with anchor firmware and the last node is associated with the sink
firmware.

Experimentation is launched. During the experiment, monitoring data (power
consumption, RSSI, ...) are logged like described in the experiment profile which
is the same for all nodes. Once the experimentation is launched, the user is able
to interact with the running experiment via his/her VM as shown by Fig. 6.From
the VM, and using the UNIX netcat tool to create and open a TCP socket on a
specific port of the node handler host, which is the serial link redirection of the
SensLAB node specially created for the ongoing experiment, the sink is ready to
be activated and to start sending BEACONS. Results are gathered in real time. A
route tree is created by the anchors to forward reports to the sink (In Fig. 5(a),
numbers on nodes give the distance each node estimates itself to the sink at
a given time.). Mobile nodes are activated through their serial links and start
sending Hello Messages received by anchor nodes (Green nodes in Fig. 5(a)).
Based on the RSSI of these Hello messages, anchors compute the location of
mobile nodes (Fig. 5(b)).

For the experimentation purpose, the VM is hosting an application which
collects data from serial links, analyzes them to compute mobile node locations
and provides a web server to visualize application status in real time (Fig. 6).
Anchors, routes, messages and estimated mobile node positions can then be
displayed in a web browser.

4.2 SensLAB for Testing Medium Access Control Protocols

Among the large set of communication protocols that have been studied espe-
cially for wireless sensor networks, an important amount of literature focusing
on medium access control (MAC) mechanisms has been produced. The MAC
layer dictates whenever a node may listen to the channel, transmit and receive
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Fig. 6. Demo visualization interface showing routes, messages transmission and mobile
nodes location in the upper window, and messages printing on serial links for sink and
mobile nodes on lower windows

so that some crucial properties regarding the usage of the shared radio medium
(e.g. fairness, reliability) remain guaranteed. In WSN, the MAC layer should
also be carefully designed in order to ensure a low energy consumption. The two
widespread ideas consist in either allocating time slots to every device (that is
allowed to sleep outside of these) or in having regular wake-ups during which any
upcoming transmissions should be detectable (i.e. through the use of a preamble
sent by the data source). These two main schemes are referred to as synchronized
and preamble-sampling protocols, respectively.

Recently, versatile layers, such as B-MAC [9] and X-MAC [2], have gained
much attention, especially due to their common tunable low-power listening
mechanism that is expected to be suited to any traffic pattern. Still, an overview
of today’s WSN deployments shows no implementation of any of these pro-
tocols [5]. The fact that their performances have never been evaluated under
realistic conditions is for sure one of the main reasons why. Indeed, the limited
simulation models and the small scale testbeds that were used to evaluate the
performances of these solutions have led us to use the SensLAB platform in order
to conduct a thorough study of them. We here report some feedbacks concerning
such an experiment.

Description of the experiment. The empirical analysis of X-MAC was led
over the SensLAB testbed portion installed in Strasbourg. Figure 7 shows the
feedback interface that was used for the management and the demonstration of
the results. The 3-dimensional grid is composed of 240 static sensor nodes, with
an homogeneous step of 1 meter between every pair of devices. Each one of them
is equipped with Texas Instruments CC1101 radio interfaces10.

At the beginning of an experiment, up to 30 sensor nodes were selected as
data sources. These nodes implement a time-driven application that transmits a
7 byte sample of data, every 10 seconds toward the sink (located a the center of

10 http://focus.ti.com/docs/prod/folders/print/cc1101.html

http://focus.ti.com/docs/prod/folders/print/cc1101.html
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Fig. 7. 3D feedback application

Fig. 8. (left) X-MAC retransmissions. (right) Instantaneous energy consumption
among nodes of the SensLAB testbed.

the 3D grid). Multi-hop transmissions were achieved with a basic gradient-based
routing protocol. Concerning the X-MAC deployment over the devices, its low-
power listening feature was managed by the Wake On Radio (WOR) mechanism
embedded in the CC1101 chipset. The sleep period duration was fixed to 101.5ms
while the listening time was set to 15ms.

Experimentation results and analysis. For each number of senders, a dozen
of experiments were conducted. Each set of experimentations uses the same
topology and the same senders to evaluate the MAC layers in a similar environ-
ment. The results presented here are an average of the overall collected data.

First, we studied the average overhead induced by MAC layer retransmissions
that necessarily occur upon non-reception of an acknowledgment message (e.g.
collisions, busy channel during the clear channel assessment). Figure 8 illustrates
the average number of retransmissions induced by X-MAC. As expected, we can
observe the stress of the medium as more and more data sources are added.
While the number of application transmissions linearly increases, both the MAC
and the physical layer require much more sent messages.
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Energy consumption being one of the crucial points in WSNs, the SensLAB
platform allows users to evaluate the instantaneous energy consumption of any
node in the network during the experimentations. The INA209 chipset embedded
in the nodes was used to retrieve the average value of 128 samples each 68ms.
Results obtained during a 30 minute monitoring are exposed on Figure 8.

5 Conclusion

The architecture concepts, the hardware design, the software implementation
of SensLAB, a large scale distributed open access sensor network testbed were
presented. We have also provided examples showing how to use SensLAB to
launch and evaluate experiments, how to configure any nodes as a sink with
a serial feed back channel connectable through TCP/IP to any application.
The testbed is deployed and operational and researchers are invited to regis-
ter. Obtaining an account is free and can be done from the main web page:
http://www.senslab.info. We are working on the deployment of the OAR-
grid version in order to allow fully flexible distributed node reservation. Several
research works remain. One extension concerns the use of hybrid simulation
within SensLAB by allowing to connect node and or network emulator to the
testbed. Another extension is the development of actuator nodes, plugged di-
rectly on SensLAB nodes.

Another main direction concerns the study of the federation of research plat-
forms, and more precisely with OneLab. A federation will offer a higher dimen-
sion in the spectrum of applications that the research community will design,
test, deploy, and tune. But even more important, SensLAB will strongly benefit
from the monitoring tools and supervising infrastructure developed and used in
OneLab. Thanks to French government’s stimulus funds, the FIT (Future Inter-
net of Things) project is being awarded 5.8 millions Euros and will enable large
scale and diverse experiments with Future Internet technologies, from compo-
nents to complete systems, and to validate and compare them with existing or
evolving solutions. The goal is to develop the tools and the management system
required to run a global open federated testing facility.

The work program of the FIT project will consist in establishing the different
sites with a set of competitive testbeds including wireless and wired technologies,
with a strong emphasis on sensors, networked and embedded objects, multihop
and cognitive radio, mobility and overlays. FIT is by nature a distributed facility,
involving heterogeneous devices in a set of complementary components situated
in adequate and relevant locations. These testbeds are original not only in the
cutting edge technologies that they offer, but also in their federated management
system, which will provide experimenters a set of common methods to access and
control numerous facilities.
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Abstract. IEEE 802.3az Energy Efficient Ethernet (EEE) supports link active 
and sleep (idle) modes as a means of reducing the energy consumption of 
lightly utilized Ethernet links. A link wakes-up when an interface has packets to 
send and returns to idle when there are no packets. In this paper, we show how 
Coordinated Transmission (CT) in a 10GBASE-T link can allow for key physi-
cal layer (PHY) components to be shutdown to further reduce Ethernet energy 
consumption and enable longer cable lengths. CT is estimated to enable an ad-
ditional 25% energy savings with a trade-off of an added frame latency of up to 
40 μs, which is expected to have a negligible impact on most applications. The 
effective link capacity is approximately 4 Gb/s for symmetric traffic and close 
to 7 Gb/s for asymmetric traffic. This can be sufficient in many situations. Ad-
ditionally a mechanism to switch to the normal full-duplex mode is proposed to 
allow for full link capacity when needed while retaining the additional energy 
savings when the link load is low. 

Keywords: Ethernet, Energy Efficiency, IEEE 802.3az, 10GBASE-T. 

1   Introduction 

The reduction of energy consumption in computer networks has been a topic of inter-
est for the networking community in the last decade [1]. This has led to a number of 
initiatives aimed at making networks more energy efficient. Among the different 
networking technologies, Ethernet was identified as one of the candidates where large 
savings could be obtained. The potential savings are in the range of many TWh [2]. 
To materialize those savings the Energy Efficient Ethernet (EEE) initiative was 
launched to standardize mechanisms that would improve the energy efficiency of 
Ethernet devices. These efforts have led to the recent approval of the IEEE 802.3az 
Energy Efficient Ethernet (EEE) standard [3]. 

The EEE standard defines two modes of operation for a physical layer (PHY) de-
vice, active and sleep (aka Low Power Idle (LPI)). When there are frames to transmit 
the device is in the active mode and when there are no pending frames the device can 
enter the sleep mode reducing its energy consumption substantially. If frames arrive 
while the device is in the sleep mode a transition back into the active mode is  
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initiated. The transitions to wake and sleep a device take place in a small time (in the 
range of microseconds). This minimizes the delay that a frame experiences while it 
waits for the link to activate. Finally in the sleep mode periodic refresh periods are 
scheduled during which signals are transmitted to keep the receiver adapted to the 
current channel’s conditions and synchronized with the transmitter. The operation of 
EEE is illustrated in Fig. 1. 

 

Fig. 1. Transitions between the active and low-power modes in Energy Efficient Ethernet. Tw 
wake up time, Ts sleep time, Tr refresh time and Tq quiet time. 

The current EEE standard covers the most common types of Ethernet PHYs includ-
ing 100BASE-TX, 1000BASE-T, and 10GBASE-T. These are commonly used in PCs 
and servers and use Unshielded Twisted Pairs (UTP) as the transmission media. An 
important point to note is that the PHY power consumption increases significantly 
with link speed. For example the consumption of a 1000BASE-T PHY can be around 
0.5 Watts while for a 10GBASE-T the consumption can be around 4 Watts [4]. Most 
Network Interface Cards (NICs) support several speeds and when the link is setup the 
maximum speed supported by both ends is selected [5]. This means that if we were to 
optimize the energy consumption for one of the speeds, the highest one should be a 
priority as it is likely to be selected and it is the one that consumes more. For UTP 
PHYs this speed would be 10 Gb/s and corresponds to the 10GBASE-T standard. 
10GBASE-T PHYs are currently used mostly in servers but as in previous UTP PHY 
generations as the technology matures it is expected that they will be widely adopted 
in desktop and laptop computers (see [6] for more details). This transition will be 
accelerated by EEE that significantly reduces power consumption, making it easier to 
integrate 10GBASE-T PHYs in laptops and other battery run computers. Therefore 
given its high power consumption and its expected wide adoption in coming years, in 
the rest of the paper the analysis focuses on 10GBASE-T links. 

The 802.3an 10GBASE-T standard [7] supports full duplex communication at 10 
Gb/s over up to 100m of UTP cable. Transmission takes place over four cable pairs in 
parallel. This means that in each pair in addition to the signal from the remote trans-
mitter, echo and both Near End crosstalk (NEXT) and Far End crosstalk (FEXT) 
signals are received. All those interferences must be cancelled in order to properly 
receive the remote signal. To that end 10GBASE-T PHYs use advanced signal proc-
essing techniques and therefore the circuitry devoted to echo and NEXT cancellation 
is a significant part of the PHY area and power consumption [8]. 

EEE has standardized a sleep mode for 10GBASE-T that enables the independent 
management of each link direction. That is a link can be in sleep mode in one direc-
tion while it is actively sending data in the other direction. This is a useful feature as 
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in many cases the traffic on the links is asymmetric. The values of the transition time 
for wake (Tw), sleep (Ts) and also the duration of the refresh (Tr) and quiet (Tq) peri-
ods are shown in Table 1. It can be observed that the duration of the quiet period is 
much larger than that of the refresh period to maximize energy savings. The transition 
times are small in terms of their impact on frame delay but large when compared to 
the frame transmission time. For example a 1500 byte frame takes 1.2 μs to transmit 
at 10 Gb/s which is significantly less than the wake or sleep transition times. This can 
lead to large energy overheads due to mode transition when the link is awaken as soon 
as a frame arrives [9].  

Table 1. EEE parameters for 10GBASE-T 

Tw Ts Tq Tr 

4.48 μs 2.88 μs 39.68 μs 1.28 μs 
 

To minimize the overheads associated with transitions, coalescing of packets can 
be used such that the link is activated only when a group of frames is ready for trans-
mission. This minimizes the number of mode changes and can significantly reduce 
energy consumption as discussed in [2]. 

In this paper, a Coordinated Transmission (CT) scheme is proposed to further re-
duce the energy consumption of 10GBASE-T PHYs that implement the EEE stan-
dard. The objective is to coordinate transmissions at both ends of the links such that a) 
at a given point in time only one end is transmitting and b) transmissions can only 
start at some predetermined points in time.  

Objective (a) enables the PHYs to save significant energy as the echo and NEXT 
cancellation circuits could be put into a low power mode. Additional savings can also 
be obtained in other PHY elements. An additional benefit is that longer cables could 
be used as there are less interferences in the channel. Objective (b) enables larger 
savings beyond the PHY as other system elements can be put in low power mode 
even if their wake up time is larger than that of the PHY. 

The proposed CT scheme reuses EEE signalling and therefore minimizes the addi-
tional complexity needed to implement it. It also provides mechanisms to signal tran-
sitions between CT and normal mode which will be referred to as Uncoordinated 
Transmission (UCT) mode in the rest of the paper. This enables a link to operate in 
the traditional UCT mode if the load in both directions is high.  

In the rest of the paper the Coordinated Transmission (CT) is described (section 2). 
Its benefits in terms of energy savings are discussed in section 3. Then performance 
simulation results of the proposed scheme are reported in section 4. The paper ends 
with some conclusions in section 5. 

2   Coordinated Transmission (CT) 

In this section, first the CT scheme is introduced and described in detail. Also some 
examples are used to illustrate how the scheme operates. Then, a mechanism to switch 
between CT and UCT modes is discussed.  
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2.1   Coordinated Transmission Scheme 

As described in the introduction the objectives of the CT scheme are a) to ensure that 
only one link end transmits at a given point in time and b) to provide predetermined 
time instants at which transmission can take place.  

This is achieved by using the EEE refresh periods to coordinate transmissions. The 
refresh periods are needed to ensure that the receiver is kept aligned to the channel 
conditions and with the transmitter. Therefore the refresh signal must be, in any case, 
transmitted each 40.96 μs as per the parameters in Table 1. This means that one link 
end can at most transmit for 40.96 μs as otherwise its transmission would overlap 
with the refresh signal in the other direction and objective a) will not be achieved. 
This leads naturally to using the EEE refresh signal as a means to grant permission to 
transmit until the next refresh signal. That is a link end can start its transmission when 
it receives an EEE refresh signal from the other end. Since EEE refreshes are sent 
periodically a link end is guaranteed to receive a refresh signal each 40.96 μs thus 
ensuring a low waiting time for transmission. Two examples of this scheme are illus-
trated in Fig. 2 where obviously the transmission has to be limited to avoid overlap-
ping with the next refresh signal as discussed before. In the first example, link end A 
has frames to transmit that require less than Tq seconds. In the second, link end A has 
frames to transmit that require more than Tq seconds and therefore has to activate the 
link two times to send all the frames. 

 

 

Fig. 2. Examples of transmissions with the proposed scheme 

The described scheme assumes that refresh periods occur frequently in both link 
directions. This is not true when one of the link ends has frames to transmit in every 
refresh period. In that case that link direction transitions from sleep to active and back 
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to sleep in each period and therefore never spends sufficient time in the sleep mode to 
send a refresh signal. This issue can be solved by using also sleep transitions in the 
receive direction to grant permission to transmit in the same way as an EEE refresh 
signal. In Fig. 3, the case in which link end A has data to transmit in every refresh 
period and then B also starts to transmit data after a sleep period is illustrated.  

 

Fig. 3. Example of transmission with the proposed scheme showing alternating transmission 
between link ends 

 

In the discussion so far, it has been implicitly assumed that the link delay is negli-
gible and therefore the same signal is present at both link ends at the same time. If 
that is not the case the scheme will not work. For example if the link delay was 50 μs 
then if one link end sends a refresh at time 0 μs and the other at time 20 μs those 
would arrive at 50 μs and 70 μs respectively enabling transmissions that can overlap. 
The delay of 100m of UTP cable is approximately 0.5 μs which is significantly 
smaller than the refresh period or the transition times. Therefore the scheme will work 
but care should be taken to account for this extra delay. This implies reducing the 
transmission time by another 1 μs to avoid overlapping at the remote end with the 
start of the next refresh signal in the other direction. This is illustrated in Fig. 4. 
Which shows the detailed timing at both link ends for a complete transmission period 
starting after a refresh is received at B. Td corresponds to the link propagation delay 
and Ttx to the actual data transmission time. To avoid the next refresh overlapping 
with the end of the transmission the following inequality must be met 

      qrdstxwdr TTTTTTTT +<+++++    (1) 

which can be solved in terms of Ttx as 

      
.dswdqtx TTTTTT −−−−<     (2) 

Using the values in Table 1 and assuming the worst case link delay of 0.5 μs we ob-
tain a value for the data transition time (Ttx) of up to 31.82 μs. In a practical imple-
mentation there will be a short time in between the end of the reception of the refresh 
or sleep signal and the start of the transmission and there should also be some margin 
in between the end of the transmission and the next refresh period. If we allow for an 
additional 0.25 μs for each, the transmission time would be up to 31.32 μs, that would 
enable the transmission of twenty six 1500 byte frames. This means that roughly 75% 
of the period can be used for actual data transmission. The performance of the pro-
posed scheme will be further discussed in section 4. 
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Fig. 4. Detailed transmission time diagram for the proposed scheme 

2.2   Signaling Mechanisms for Coordinated Transmission 

In the previous subsection the CT scheme was described assuming that both link ends 
support CT and have somehow agreed to use it. Now the mechanisms that allow link 
ends to signal support for CT and to switch between CT and UCT modes are  
described. 

To better understand the mechanisms let us first review what exactly they are 
needed for. When the link is setup we need to convey whether a link end supports CT. 
This would enable link ends to know if the remote end also supports CT and therefore 
if it could be used. Then during link operation we need a mechanism that allows to 
switch between CT and UCT modes. This is needed as CT effectively reduces the link 
capacity such that when the traffic load is high we may want to switch to UCT even if 
the energy consumption is larger. As the pattern of use of networks is such that the 
utilization is low most of the time [10] most links would only need to switch to UCT 
during a small fraction of time. There is one case where this second mechanism is not 
needed, that is when CT is used to extend the reach of 10GBASE-T. In that case the 
link would always operate in CT mode. 

The Ethernet standard defines a signalling procedure called Auto-Negotiation that 
is used when the link is setup to exchange the capabilities of both link ends [11]. Dur-
ing this phase the information is encoded in link pulses so that the exchange can take 
place even though the link has not been established. Auto-Negotiation is used for 
example to agree on the speed to use if multiple speeds are supported as discussed 
before. The support of the CT mode can be easily added to the information exchanged 
during Auto-negotiation by using a bit in the 10GBASE-T Auto-Negotiation control 
register defined in the standard. Currently only one bit is used in that register to signal 
support for fast retrain in 10GBASE-T. Therefore the use of Auto-negotiation is pro-
posed to signal support for the CT mode at link setup. 

A 10 Gb/s link in which only one link end can transmit a given time instant can at 
most carry 10 Gb/s in both directions compared to 20 Gb/s when operating in UCT 
mode. This means that when the link traffic load is high we should be able to switch 
to UCT mode operation. This requires coordination between both ends of the link. To 
ensure that there are no overlapping transmissions during a mode change the scheme 
shown in Fig. 5 could be used. To switch to UCT mode, the requesting end first en-
ables the echo/NEXT cancellation circuitry and then sends the request. The other end 
upon reception enables the cancellation circuitry and starts operating in UCT mode. 
Also a message is sent back to the other end that upon its reception enables the UCT 
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mode of operation. To go back to CT mode the requesting end starts to schedule its 
sending as if it were already in CT mode and sends a request message to the other 
end. Upon its reception the other end disables the cancellation circuitry and also starts 
to schedule sending as in CT mode. Also a message is sent back to the other end that 
upon its reception can disable the cancellation circuitry. In the transition from UCT to 
CT we need to be careful to avoid overlapping transmissions and to ensure that the 
refresh periods in both directions do not take place at the same time. To ensure that, 
the end that received the request should stop transmitting and go to the sleep mode 
when it receives the request. Then wait for the other end to either a) stop transmitting 
or b) send a refresh. At that point wake and start CT operation by sending a message 
back to the other end confirming the transition to CT mode and any further frames 
waiting for transmission. This will ensure that the refresh periods are not aligned 
when entering the CT mode as assumed in the previous subsection. 

The message exchange required for the proposed mode switching mechanism can 
be done above the PHY layer using Ethernet data frames but since the mechanism is 
heavily related to the PHY it would be better to perform the exchange using PHY 
layer mechanisms. This can be done using the auxiliary bit defined in the 10GBASE-
T standard [7]. This bit provides a channel of approximately 3Mb/s for signalling at 
the PHY layer so that mode transitions could be done in a short time. The use of this 
channel for signalling of different advanced PHY features has been proposed by some 
PHY vendors [12], [13]. In fact since the channel is fully devoted to control signal-
ling, the status of each link ends in terms of the mode of operation (CT or UCT) could 
be periodically transmitted over this channel to ensure that even in the event of data 
lost a consistent state would be reached.  

 

Fig. 5. Message exchanges to change mode of operation 

Finally it is worth noticing that the link remains operational during transitions so 
the effect on frame delay should be small. The decision of when to switch modes can 
be based on buffer occupancy or on measured load on the link. The study of those 
algorithms is left for future work. 

3   Benefits of Coordinated Transmission 

The use of CT provides benefits in terms of additional energy savings and also in 
extended reach, those are discussed in the rest of this section.  
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3.1   Energy Savings 

The use of CT would only be of interest if it can provide substantial energy savings. To 
understand the potential savings a basic understanding of how 10GBASE-T works is 
needed. In 10GBASE-T full duplex transmission takes place over four Unshielded 
Twisted Pairs (UTP) that are bundled in the same cable. This simultaneous transmission 
causes that in addition to the remote signal, echo and both near end and far end crosstalk 
(NEXT and FEXT) are received on each pair. The receiver must remove all those un-
wanted signals and for that echo and crosstalk cancellation circuits are used. 

In Fig. 6 a block diagram of the circuitry used in each of the four pairs in a 
10GBASE-T transceiver [8] is shown. In CT mode the Echo Cancellers and the 
NEXT cancellers are not needed since there is no transmission when the device is 
receiving. These elements are an important part of a 10GBASE-T PHY [14]. Echo 
cancellation is typically done both in the analog domain to reduce the requirements on 
the Analog to Digital Converter (ADC) and then in the digital domain to eliminate the 
rest of the echo [8]. This means that in CT mode energy savings would be obtained 
both in the analog and digital circuitry. NEXT cancellation is typically done in the 
digital domain. Additional savings maybe obtained in the ADCs as less precision is 
needed if there is no echo at the input.  

Therefore if a PHY operates in CT mode all the circuitry related to echo and NEXT 
cancellation can be put in low power mode. The energy savings that could be obtained 
will vary for different implementations but they will be substantial. From the informa-
tion in [8], savings of 20-30% seem a reasonable estimate.  

Additional benefits can be obtained in other PHY elements. For example, since there 
is no echo, the requirements of the timing recovery are relaxed. This means that some 
extra power could be saved on the timing recovery circuitry and/or that transitions could 
be made faster. The main point is that during wake up the timing recovery circuitry 
must compensate the deviation between the clocks that occurred during the time that the 
PHY was in low power mode. This is much harder to do if there is echo in addition to 
the remote signal. Also if echo is present, the adjustment must be done slowly so that 
the local transmission is not disturbed by the timing recovery and the echo is properly 
cancelled. Another element that could benefit from the CT mode is the Low Density 
Parity Check (LDPC) code decoder that could possibly be switched to a simplified 
mode to save power as the Signal to Noise Ratio (SNR) will probably be larger than 
needed. This may be easier to do than the reduction of precision in the ADC. 

It is expected that since link utilization is typically low, in many cases the EEE-
PHYs will stay in the LPI mode most of the time. Therefore it is interesting to also 
consider the savings that CT enables in LPI mode. When we are in LPI mode the 
proposed coordination transmission mechanism enables us to know when the other 
end may start transmitting. This in turn enables us to power down all the receiver 
circuitry as we are sure that no alert/wake signal will be received.  Without CT, some 
receiver elements must be active at all times to detect the alert/wake signal from the 
other end as  that can start at any point in time. Additionally during the refresh periods 
some of the energy savings of CT described for the active mode also apply. This 
means that additional significant savings can be achieved in LPI idle mode when CT 
is used. A first estimate for the savings in LPI mode can also be in the order of 20% 
of the LPI mode power consumption. 
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Can be disabled 
in CT mode 

  

Fig. 6. 10GBASE-T circuitry for each twisted pair (from [8]) 

Finally, as CT enables a link end to know in advance when the other end can start 
transmitting, additional savings beyond the PHY could be achieved [15]. For example 
if link end A schedules a transmission for a complete interval between refresh periods 
(approximately 40 μs), then no frames will be received during that time. This would 
enable components with transitions times larger than the PHY to enter the low power 
mode and still be awake on time to process the data.  This could also be done using 
extended wake timers in the PHY as proposed in [16] but that would increase the 
PHY power consumption as each EEE mode transition will involve a larger overhead.   

3.2   Extended Reach 

Another interesting option is to use Coordinated Transmission to extend the reach of a 
10GBASE-T link beyond the standard 100 m. The extended reach can be obtained as 
there is no echo at the receiver such that the signal can be further amplified before the 
ADC resulting in a better SNR. Also we get rid of the quantization noise from the 
cancellers and any residual echo/NEXT after cancellation. The number of meters that 
could be extended will depend on the PHY architecture and is difficult to predict; this 
requires further work.  In this case obviously transitions to UCT mode will not be 
allowed and the PHYs will always operate in CT mode. This option would provide a 
capacity in between 1 Gb/s and 10 Gb/s as CT transmission uses some of the capacity 
for coordination.  For symmetric traffic the effective capacity of CT would be ap-
proximately 4 Gb/s as discussed in the next section.  

4   Performance Evaluation 

As mentioned in the introduction, CT introduces an additional frame delay. This is the 
time that a link end has to wait until it receives a refresh from the other end or the other 
end stops its transmission if it was transmitting. In the worst case the link end would 
have to wait for the time between two refresh periods that is approximately 40 μs. This 
delay is very small compared with the typical delay of Internet connections or with the 
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requirements of multimedia applications such as voice over IP, both in the order of tens 
of ms. This means that for most users the impact of the added delay will be negligible.  

The proposed scheme also reduces link capacity. To evaluate this effect, CT has 
been implemented in the ns-2 simulator and tested in several experiments. The net-
work configurations used are shown in Fig. 7. The link delays for Link 1 and Link 2 
are 0.5 μs that corresponds to the propagation delay of approximately 100m of UTP 
cable. The intermediate link, models a network that limits the transfer capacity in the 
1 Gb/s case and does not in the 10 Gb/s case. The first configuration tries to model a 
situation in which the bandwidth is limited by the Internet connection having a lower 
speed than the LAN as it commonly occurs. 

 

 

In the first set of experiments a large FTP transfer takes place between the client 
and the server. The traffic in this case is highly asymmetric with large data frames in 
one direction and small acknowledgement frames (ACKs) in the other. Therefore the 
link utilization should be high in the data direction and much smaller in the ACK 
direction. The results in terms of link utilization are shown in Table 2 (FTP in one 
direction). When the middle link operates at 10 Gb/s, the link utilization in the data 
direction is approximately 66% of its capacity and the use of the UCT mode could 
improve performance by getting close to 100% utilization. Therefore this would be a 
case in which switching to UCT mode using the proposed mechanism could be desir-
able to reduce the transfer time for large files. When the middle link operates at 1 
Gb/s and a large FTP transfer takes place between the client and the server, the results 
show how the CT mode is capable of performing the FTP at the same speed as a UCT 
link (1 Gb/s or 10% utilization). In this case the UCT mode will not give a perform-
ance advantage and energy can be saved by using the CT mode. This would be the 
case when the transfer speed is limited by the network but also when it is limited by 
the client or server. As discussed in [17] in many cases the transfer speed may be 
limited by the processor, the operating system, and/or the application software such 
that the full link speed can not be achieved in any case. 

In the second set of experiments a one way 1 Gb/s Constant Bit Rate source is used. 
The results show that the proposed scheme is able to carry this traffic with no perform-
ance lost when the middle link operates at 1 Gb/s and 10 Gb/s. In this case the transmis-
sions are always triggered by the refresh periods in the other direction. This CBR  
example models the transmission of video or other applications that can only send data 
as it is generated in the remote end and therefore cannot take advantage of the full link 
speed. 

Fig. 7. Configurations for the evaluation experiments 

Router RouterClient 
Server 

Network

No EEE, 1 Gb/s, 400 μs or 10 Gb/s, 40μs     

10 Gb/s 10 Gb/s 

Link 1 Link 2 

Down stream 
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Table 2. Results from ns-2 experiments 

 Config (10 Gb/s, 40 μs delay) Config (1 Gb/s, 400 μs delay) 

 Link Utilization Link Utilization 

 downstream upstream downstream upstream 

FTP in one direction 66% 3.3% 10% 0.5% 
CBR source 10% 0% 10% 0% 

FTPs in both directions 38.9% 39.1% 10% 10% 

 
Finally, the FTP experiments were re-run with simultaneous FTP transfers in both 

directions. The results show that when the middle link operates at 10 Gb/s the total 
link utilization is higher than for the case of one direction only. In this case CT 
reaches a total utilization of close to 8 Gb/s (4 Gb/s in each direction) compared to 
around 7 Gb/s in the asymmetrical case. This is so because in this case each time the 
link is activated transmission takes place for the maximum allowed time in CT (31.2 
μs). Therefore the overhead of EEE mode transition is lower than in the asymmetric 
case in which in one direction the link is activated to send ACKs that require less than 
2 μs to be sent. For this configuration the use of UCT transmission would increase the 
performance and therefore a switch to the UCT mode could be done to reduce transfer 
time. When the middle link operates at 1 Gb/s, the CT mode is sufficient to perform 
the FTP file transfers with no performance degradation. 

The experiments conducted have served as an initial validation of the proposed 
scheme. The results show how the CT mode operation can achieve a total link utiliza-
tion of close to 7 Gb/s for asymmetric traffic and approximately 8 Gb/s (4 Gb/s in each 
direction) for symmetric traffic. This would be sufficient in many environments where 
speed is limited by the network connection or by the system hardware and/or software. 
The same applies to applications that do not require or cannot use the full link speed, 
like for example multimedia applications. In any case a fast mechanism to switch to 
UCT mode is provided that enables the use of the complete link capacity when required. 

5   Conclusions 

In this paper a mechanism to achieve additional savings in 10GBASE-T links that 
implement the IEEE 802.3az Energy Efficient Ethernet (EEE) standard has been pro-
posed. The mechanism coordinates transmission over the link such that at any given 
time instant only one link end is transmitting. To do so existing EEE signaling is used. 
The proposed scheme enables large additional savings in the range of 20-30% in the 
Physical layer devices (PHYs) as many components such as the echo cancellation 
circuitry can be put in low power mode. This savings are trade off for additional link 
delay and reduced link capacity. In the worst case, the proposed approach adds 40 μs 
of delay for frame transmission that is negligible compared to the typical Internet 
connection delays and the requirements of most end users applications.  The effective 
capacity of the link is close to 7 Gb/s for asymmetric traffic and approximately 4 Gb/s 
for symmetric traffic which would be sufficient when the network connection or the 
computer performance limit the speed. For cases in which the full link speed is 
needed sporadically, a fast mechanism to switch to normal full-duplex (or UCT) 
transmission mode has also been described. In this way most of the energy savings 
would be retained while minimizing the impact on performance.  
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Abstract. Energy costs are becoming the fastest-growing element in datacen-
ter operation costs. One basic approach to reduce these costs is to exploit the
spatiotemporal variation in electricity prices by moving computation to datacen-
ters in which energy is available at a cheaper price. However, injudicious job
migration between datacenters might increase the overall operation cost due to
the bandwidth costs of transferring application state and data over the wide-area
network. To address this challenge, we propose novel online algorithms for mi-
grating batch jobs between datacenters, which handle the fundamental tradeoff
between energy and bandwidth costs. A distinctive feature of our algorithms is
that they consider not only the current availability and cost of (possibly multiple)
energy sources, but also the future variability and uncertainty thereof. Using the
framework of competitive-analysis, we establish worst-case performance bounds
for our basic online algorithm. We then propose a practical, easy-to-implement
version of the basic algorithm, and evaluate it through simulations on real elec-
tricity pricing and job workload data. The simulation results indicate that our
algorithm outperforms plausible greedy algorithms that ignore future outcomes.
Notably, the actual performance of our approach is significantly better than the
theoretical guarantees, within 6% of the optimal offline solution.

Keywords: cloud computing, energy efficiency, job migration, datacenters.

1 Introduction

Energy costs are becoming a substantial factor in the operation costs of modern data-
centers (DCs). It is expected that by 2014, the infrastructure and energy cost (I&E) will
become 75% of the total operation cost, while information technology (IT) expenses,
i.e., the equipment itself, will induce only 25% of the cost (compared with 20% I&E
and 80% IT in the early 90’s) [5]. Moreover, the operating cost per server will be double
its capital cost (over its amortized lifespan of 3-5 years). According to an EPA report,
servers and datacenters consumed 61 billion Kilowatt at a cost of $4.5 billion in 2007,
with demand expected to double by 2011 [13]. These costs might further increase due to
carbon taxes which are being imposed by several countries to reduce the environmental
impact of electricity generation and consumption [11,16].

To reduce the energy costs, research efforts are being made in two main directions:
(i) Combine traditional electricity-grid power with renewable energy sources such as

J. Domingo-Pascual et al. (Eds.): NETWORKING 2011, Part I, LNCS 6640, pp. 172–185, 2011.
c© IFIP International Federation for Information Processing 2011
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solar, wave, tidal, and wind, motivated by long-term cost reductions and growing unre-
liability of the electric grid [15,18]; and (ii) Exploit the temporal and geographical vari-
ation of electricity prices [19,20]. As shown in Fig 1(a), energy prices can significantly
vary over time and location (even within 15 minute windows). Therefore, a natural ap-
proach is to shift the computational load to datacenters where the current energy prices
are the cheapest. In this paper, we combine these two directions, by proposing efficient
algorithms for dynamic placement (migration) of batch applications (or jobs) in data-
centers, based on their energy cost and availability. Specifically, we focus on executing
batch applications such as MapReduce programs, web crawling and index generation
for web search, and data analytics, which are typically delay tolerant and can handle
the interruption during job migration between datacenters1.

A key challenge for dynamic job placement is to account for the bandwidth cost of
moving the application state and data between source and destination datacenters. The
application data and memory footprint depends on the underlying job, and can range
from a few KBs to hundreds of MBs [12] 2. Bandwidth fees are typically charged pro-
portionally to the number of bytes sent and received during the migration process [23];
consequently, bandwidth costs increase linearly with the amount of migrated data.

This paper proposes online algorithms for migrating batch applications within a
cloud of multiple datacenters. The input for these algorithms includes the current energy
prices and power availability at different datacenters. The algorithms accordingly de-
termine which jobs should be migrated and to which hosting location, while taking into
account the bandwidth costs and the current job allocation. Our model accommodates
datacenters powered by multiple energy suppliers such as the grid and renewable en-
ergy sources. More generally, we assume that the total energy cost in each datacenter is
a convex increasing function of utilization. Energy-cost reduction would thus depend on
the ability to exploit the instantaneously cheap energy sources to their full availability.
A distinctive feature of our approach is that we do not settle for an intuitive greedy ap-
proach to optimize the overall energy and bandwidth costs, yet take into account future
deviations in energy price and power availability. We emphasize that our electricity-
pricing model is distribution-free (i.e., we do not make probabilistic assumptions on
future electricity prices), as prices can often vary unexpectedly [19].

Related work. The general framework of energy-efficient resource management in
cloud datacenters has been an active research area over the last few years. Numerous
papers consider the intra datacenter optimization, which includes techniques such as
switching off idle servers [14] and VM migration and consolidation for load balanc-
ing and power management [6]. Motivated by the notable spatiotemporal variation in
electricity prices, the networking research community has recently started focusing on
inter datacenter optimization, which is also the context of our work. Qureshi et al. [19]
propose greedy heuristics for redirecting application requests to different datacenters,
and evaluate them using simulations on historical electricity prices and Akamai’s traffic

1 We note that there are known job migration techniques (e.g., pipelining and incremental snap-
shots [12]) to minimize the interruption delay.

2 Note that persistent data such as crawled web pages and click-stream logs, are typically repli-
cated at multiple datacenters and thus do not need to be migrated for individual jobs.



174 N. Buchbinder, N. Jain, and I. Menache

0

100

200

300

400

$/M
WH

0

200

400

600

800

1000

$/M
WH

0 100 200 300 400 500 600 700
0

50

100

150

200

Hours

$/MW
H

0

5000

10000

15000

20000

25000

0 100 200 300 400 500 600 700

Ta
sk

 D
e

m
a

n
d

 

Hours 

Fig. 1. (a, left) Electricity pricing trends across three US locations (CA (top), TX (middle), and
MA (bottom)) over a month in 2009. The graphs indicate significant spatiotemporal variation in
electricity prices. (b, right) Hourly task demand data from a cluster running MapReduce jobs.
The demand data shows significant variation over time.

data. The authors show that judicious placement can save millions of dollars in en-
ergy costs. Rao et al. [20] consider load-balancing of delay sensitive applications with
the goal of minimizing the energy cost subject to delay constraints. They use queu-
ing theory and linear programming techniques and report cost savings through simula-
tions with electricity pricing data. Finally, Le et al. [17] propose an optimization-based
framework to distribute user requests across datacenters. Their goal is to process re-
quests within a specified cap on energy from non-renewable sources, while meeting the
application service-level agreements and minimizing energy costs.

Our paper significantly differs from prior work in three ways. First, we consider the
migration of batch applications, rather than the redirection of interactive applications’
requests. Second, our algorithms take into account not only the immediate savings of
job migration, but also the future consequences thereof, thereby accounting for future
uncertainty in the cost parameters. Third, we incorporate the bandwidth cost into the
optimization problem, as it can be a significant cost factor for job migration.

Our solution method lies within the framework of online computation [7], which has
been applied for solving problems with uncertainty in networks, finance, mechanism
design and other fields. Specifically, we employ online primal-dual techniques [10],
including recent ideas from [2,3]. We build upon two well-studied online problems,
weighted paging/caching [1,21] and Metrical Task System (MTS) [4,8] (see our techni-
cal report [9] for details), and extend them to address two new challenges specific to our
problem: (1) optimizing energy costs of executing batch jobs under time-varying elec-
tricity prices and job demand, and (2) balancing energy savings with bandwidth costs
to minimize the total operation cost. Since our problem is a generalization of the MTS
problem [8], we get a lower bound of Ω(log n) on the competitiveness of any online
algorithm where n is the number of datacenters. A tighter lower bound is subject for
future examination.
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Contribution and Paper Organization. In this paper, we show, both analytically and
empirically, that existing cloud computing infrastructure can perform dynamic applica-
tion placement based on energy cost and availability and bandwidth costs, for significant
economic gains. Specifically,

• We design a basic online algorithm (Section 3) which is O(log H0)-competitive (com-
pared to the optimal offline), where H0 is the total number of servers in the cloud.
• To reduce the extensive computation required by the basic algorithm in each iteration,
we construct a computationally efficient version of the basic algorithm, which can be
easily implemented in practice (Section 4).
• We evaluate our algorithms (Section 5) using real electricity pricing data obtained
from 30 US locations over three years, and job-demand data from a large cluster in
a datacenter, and show significant improvements over greedy-optimization algorithms.
Overall, the cost savings of our online algorithm are typically within 6% of the optimal
solution.

The technical proofs of this work are omitted due to lack of space and can be found
in an accompanying technical report [9].

2 The Model

In this section we formally define the job migration problem. In Section 2.1 we de-
scribe the elements of the problem. In Section 2.2 we formalize the online optimization
problem, the solution of which is the main objective of this paper.

2.1 Preliminaries

We consider a large computing facility (henceforth referred to as a “cloud”, for sim-
plicity), consisting of n datacenters (DCs). Each DC i ∈ {1, . . . , n} contains a set
Hi = {1, . . . , Hi} of Hi servers which can be activated simultaneously. We denote by
H0 =

∑n
i=1 Hi the total number of servers in the cloud, and often refer to H0 as the

capacity of the cloud. All servers in the cloud are assumed to have equal resources (in
terms of CPU, memory, etc.).

A basic assumption of our model is that energy (or electricity) costs may vary in
time, yet remain fixed within time intervals of a fixed length of τ (say 15 minutes, or one
hour). Accordingly, we shall consider a discrete time system, where each time-step (or
time) t ∈ {1, . . . , T} represents a different time interval of length τ . We denote by Bt

the total job-load at time t measured in server units, namely the total number of servers
which need to be active at time t. For simplicity, we assume that each job requires a
single server, thus Bt is also the total number of jobs at time t. We note, however, that
the latter assumption can be relaxed by considering a single job per processor or per
VM, similar to the virtualization setup. In Section 3 we consider a simplified scenario
where Bt = B, namely the job-load in the cloud is fixed. We will address the case
where Bt changes in time, which corresponds to job arrivals and departures to/from the
cloud in Section 4. At each time t, the control decision is to assign jobs to DCs, given
the current electricity and bandwidth costs, which are described below.

Energy costs. We assume that the energy cost at every DC is a function of the number
of servers that are being utilized. Let yi,t be the number of servers that are utilized
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in DC i at time t. The (total) energy cost is given by C̃it(yi,t) (measured in dollars
per hour). Let Cit : R+ → R+ be the interpolation of C̃it(·); for convenience, we
shall consider this function in the sequel. We assume throughout that Cit(yi,t) is a non-
negative, (weakly) convex increasing function. Note that the function itself can change
with t, which allows for time variation in energy prices. We emphasize that we do not
make any probabilistic assumptions on Cit(·), i.e., this function can change arbitrarily
over time. The simplest example that complies with the convexity assumption is the
linear cost model, in which the total energy cost is linearly proportional to the number
of servers utilized. Assuming that servers not utilized are switched off and consume
zero power, we have Cit(yi,t) = ci,tyi,t, where ci,t is the cost of using a single server
at time t. Further examples can be found in [9].

Bandwidth Costs. The migration of jobs between DCs induces bandwidth costs. In
practice, bandwidth fees are paid both for outgoing traffic and incoming traffic. Ac-
cordingly, we assume the following cost model. For every DC i, we denote by di,out

the bandwidth cost of transferring a job out of DC i, and by di,in the bandwidth cost
of migrating a job into this DC3. Thus, the overall cost of migrating a job from DC i to
DC j is given by di,out + dj,in. We note that there are also bandwidth costs associated
with the arrival of jobs into the cloud (e.g., from a central dispatcher) and leaving the
cloud (in case of a job departure). However, these costs are constant and do not depend
on the migration control, and are thus ignored in our formulation.

Our goal is to minimize the total operation cost in the cloud, which is the sum of
the energy costs at the DC and the bandwidth costs of migrating jobs between DCs. It
is assumed that the job migration time is negligible with regard to the time interval τ
in which the energy costs are fixed. This means that migrated jobs at time t incur the
energy prices at their new DC, starting from time t. We refer to the above minimization
problem as the migration problem. If all future energy costs were known in advance,
then the problem could have optimally be solved as a standard convex program. How-
ever, our basic assumption is that electricity prices change in an unpredicted manner.
We therefore tackle the migration problem as an online optimization problem.

2.2 Problem Formulation

In this subsection we formalize the migration problem. We shall consider a slightly
different version of the original problem, which is algorithmically easier to handle.
Nonetheless, the solution of the modified version leads to provable performance guar-
antees for the original problem. Recall that we consider the case of fixed job-load,
namely Bt = B for every t. We argue that it is possible to define a modified model in

which we charge a migration cost di
�
= di,in +di,out whenever the algorithm migrates a

job out of DC i, and do not charge for migrating jobs into the DC. The following lemma
states that this bandwidth-cost model is equivalent to the original bandwidth-cost model
up to an additive constant.

Lemma 1. The original and modified bandwidth-cost model, in which we charge di for
migrating jobs out of DC i, are equivalent up to additive constant factors. In particular,

3 ISPs charge bandwidth to DC operators based on the daily 95th percentile of incoming/outgo-
ing bandwidth over 5 min periods.
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a c-competitive algorithm for the former results in a c-competitive algorithm for the
latter.

We note that the same result holds for the model which charges di for migrating jobs
into the DC, and nothing for migrating jobs out of the DC.

Using Lemma 1, we first formulate a convex program whose solution provides a
lower bound on the optimal solution for the (original) migration problem. Let zi,t be
the number of jobs that are migrated from DC i at time t. This variable is multiplied by
di for the respective bandwidth cost. The optimization problem is defined as

min
n∑

i=1

T∑
t=1

dizi,j +
n∑

i=1

T∑
t=1

Cit(yi,t),

subject to the following constraints:
∑n

i=1 yi,t ≥ B for every t (i.e., meet the job de-
mand); zi,t ≥ yi,t−1 − yi,t for every i, t (i.e., zi,t reflects the number of jobs leaving
DC i at time t); yi,t ≤ Hi for every i, t (i.e., meet the capacity constraint); zi,t, yi,t ∈
{0, 1, . . . , Hi} for every i, t. We shall consider a relaxation of the above optimization
problem, where the last constraint is replaced with zi,t, yi,t ≥ 0 for every i, t. A solu-
tion to the relaxed problem is by definition a lower bound on the value of the original
optimization problem.

Instead of considering the above described convex program (with the relaxation), we
construct below an equivalent LP, which will be easier to work with. For every time
t, the cost of using the j-th server at DC i is given by ci,j,t, where ci,j,t ∈ [0,∞] is
increasing in j (1 ≤ j ≤ Hi). We assume that ci,j,t may change arbitrarily over time
(while keeping monotonicity in j as described above). Note that we allow ci,j,t to be
unbounded, to account for the case where the total energy availability in the DC is not
sufficient to run all of its servers. Let 0 ≤ yi,j,t ≤ 1 be the utilization level of the j-th
server of DC i (we allow for “partial” utilization, yet note that at most a single server
will be partially utilized in our solution). Accordingly, the energy cost of using this
server at time t is given by ci,j,tyi,j,t. Define zi,j,t to be the workload that is migrated
from the jth server of DC i to a different location. This variable is multiplied by di for
the respective bandwidth cost. The optimization problem is defined as follows.

(P ) : min
∑n

i=1

∑Hi

j=1

∑T
t=1 dizi,j,t +

∑n
i=1

∑Hi

j=1

∑T
t=1 ci,j,t · yi,j,t (1)

subject to
∑n

i=1

∑Hi

j=1 yi,j,t ≥ B for every t,

zi,j,t ≥ (yi,j,t−1 − yi,j,t), 0 ≤ yi,j,t ≤ 1, zi,j,t ≥ 0, for every i, j, t.

Observe that the first term in the objective function corresponds to the total bandwidth
cost, whereas the second term corresponds to the total energy cost.

One may notice that the above problem formulation might pay the bandwidth cost
di for migrating data within each DC i, which is clearly not consistent with our model
assumptions. Nevertheless, since the energy costs ci,j,t in each DC i are non-decreasing
in j for every t, an optimal solution will never prefer servers with higher indexes over
lower-index servers. Consequently, jobs will not be migrated within a DC. Thus, solving
(P ) is essentially equivalent to solving the original convex problem. This observation,
together with Lemma 1, allows us to consider the optimization problem (P ). More
formally,
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Lemma 2. The value of (P) is a lower bound on the value of the optimal solution to the
migration problem.

We refer to the optimization problem (1) as our primal problem (or just(P)). The dual
of (P) is given by

(D) : max
∑T

t=1 Bat −
∑n

i=1

∑Hi

j=1

∑T
t=1 si,j,t,

subject to −ci,j,t + at + bi,j,t − bi,j,t+1 − si,j,t ≤ 0,

0 ≤ bi,j,t ≤ di, and si,j,t ≥ 0 for every i, j, t.

By Lemma 2 and the weak duality theorem (see, e.g., [22]), an algorithm that is c-
competitive with respect to a feasible solution of (D), would be c-competitive with
respect to the offline optimal solution.

3 An Online Job-Migration Algorithm

In this section we design and analyze an online algorithm for the migration problem
(P ). The algorithm we design is based on a primal-dual approach, meaning that the
new primal and dual variables are simultaneously updated at every time t. The general
idea behind the algorithm is to maintain a feasible dual solution to (D), and to upper-
bound the operation cost at time t (consisting of bandwidth cost and the energy cost)
as a function of the value of (D) at time t. Since a feasible solution to (D) is a lower
bound on the optimal solution, this procedure would immediately lead to a bound on
the competitive ratio of the online algorithm.

The online algorithm outputs a fractional solution to the variables yi,j,t. To obtain
the total number of servers that should be activated in DC i, we simply calculate the
sum

∑Hi

j=1 yi,j,t at every time t. Since this sum is generally a fractional number, one
can round it to the nearest integer. Because the number of servers in each DC (Hi) is
fairly large, the effect of the rounding is negligible and thus ignored in our analysis.

The online algorithm receives as input the energy cost vector {ci,j,t}i,j at every time
t defining the energy cost at each server (i, j) at time interval t. As a first step, we
use a well known reduction that allows us to consider only elementary cost vectors [7,
Sec. 9.3.1]. Elementary cost vectors are vectors of the form (0, . . . , 0, cit,jt , 0, . . . , 0),
namely vectors with only a single non-zero entry. This reduction allows us to split any
general cost vector into a finite number of elementary cost vectors without changing
the value of the optimal solution. Furthermore, we may translate any online migration
decisions done for these elementary task vectors to online decisions on the original cost
vectors without increasing our cost. Thus, we may consider only elementary cost vectors
from now on. Abusing our notations, we use the original time index t to describe these
elementary cost vectors. We use ct instead of cit,jt to describe the (single) non-zero cost
at server (it, jt) at time t. Thus, the input for our algorithm consists of it, jt, ct.

The algorithm we present updates at every time t the (new) dual variables at, st and
bi,j,t+1. The values of these variables are determined incrementally, via a continuous
update rule (closed-form one-shot updates seems hard to obtain). We summarize in
Table 1 the procedure for the update of the dual variables at any time t. We refer to
the procedure at time t as the t-th iteration. We note that the continuous update rule is
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Table 1. The procedure for updating the dual variables of the online problem

Input: Datacenter it, server jt, cost ct (at time t).
Initialization: Set at = 0. For all i, j: set bi,j,t+1 = bi,j,t and si,j,t = 0.
Loop:

– Keep increasing at, while termination condition is not satisfied.
– Update the other dual variables as follows:
• For every i, j �= it, jt such that yi,j,t < 1, increase bi,j,t+1 with rate dbi,j,t+1

dat
= 1.

• For every i, j �= it, jt such that yi,j,t = 1, increase si,j,t with rate dsi,j,t
dat

= 1.

• For i, j = it, jt, decrease bit,jt,t+1 so that
∑

i,j �=it,jt

dyi,j,t
dat

= − dyit,jt,t
dat

.

Termination condition: Exit when either yit,jt,t = 0, or−ct+at+bit,jt,t−bit,jt,t+1 = 0.

mathematically more convenient to handle. Nonetheless, it is possible to implement the
online algorithm through discrete-time iterations, by searching for the scalar value at

up to any required precision level.
Each primal variable yi,j,t is continuously updated as well, alongside with the con-

tinuous update of the respective dual variable bit,jt,t+1. The following relation between
bit,jt,t+1 and yi,j,t is preserved throughout the iteration:

yi,j,t :=
1

H0

(
exp

(
ln(1 + H0)

bi,j,t+1

di

)
− 1

)
. (2)

The variable yit,jt,t is updated so that the amount of work that is migrated to other
servers is equal to the amount of work leaving jt (i.e, total work conservation).

The next theorem presents a performance bound for the above described algorithm.

Theorem 1. The online algorithm is O(log (H0))-competitive.

The proof proceeds in a number of steps. We first show that our algorithm preserves a
feasible primal solution and a feasible dual solution. We then relate the change in the
dual variable bi,j,t+1 to the change in the primal variable yi,j,t, and the change of the
latter to the change in the value of the feasible dual solution. This allows us to upper
bound the bandwidth cost at every time t as a function of the change in the value of the
dual. Finally, we find a precise relation between the bandwidth cost and the energy cost,
which allows us to also bound the latter as a function of the change in the dual value. A
detailed proof can be found in [9].

4 An Efficient Online Algorithm

Theorem 1 indicates that the online algorithm is expected to be robust against any pos-
sible deviation in energy prices. However, its complexity might be too high for an ef-
ficient implementation with an adequate level of precision. First, the reduction of [7,
Sec. 9.3.1] generally splits each cost vector at any given time t into O(H2

0 ) vectors,
thereby requiring a large number of iterations per each actual time step t. Second, the
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Table 2. The iteration of the EOA. Time indexes are omitted.

Input: (i) Cost vector c = (c1, c2, . . . , cn); (ii) y = (y1, y2, . . . , yn) (the current load
vector on the datacenters).
Job Migration Loop: Outer loop: k = 1 to n, Inner loop: i = k + 1 to n
– Move load from DC i to DC k according to the following migration rule.

min

{
yi, Hk − yk, s1 · ci,kyi

di,k
· (yk + s2)

}
, (3)

where s1, s2 > 0.

need for proper discretization of the continuous update rule of the dual variables (see
Table 1) might make each iteration computationally expensive. Therefore we design in
this section an “easy-to-implement” online algorithm, which inherits the main ideas of
our original algorithm, yet decreases significantly the running complexity per time step.

We employ at the heart of the algorithm several ideas and mathematical relations
from the original online algorithm. The algorithm can accordingly be viewed as a
computationally-efficient variant of the original online algorithm, thus would be hence-
forth referred to as the Efficient Online Algorithm (EOA). While we do not provide
theoretical guarantees for the performance of the EOA, we shall demonstrate through
real-data simulations its superiority over plausible greedy heuristics (see Section 5).
The EOA provides a complete algorithmic solution which also includes the allocation
of newly arrived jobs; the way job arrivals are handled is described towards the end of
this section.

For simplicity, we describe the EOA for linear electricity prices (i.e., the electric-
ity price for every DC i and time t is ci,t, regardless of the number of servers that
are utilized). In [9], we describe the adjustments needed to support non-linear prices.
The input for the algorithm at every time t is thus an n dimensional vector of prices,
ct = (c1,t, c2,t, . . . , cn,t). For ease of illustration, we reorder the DCs in each iteration
according to the present electricity prices, so that c1 ≤ c2 ≤ · · · ≤ cn. For exposition
purposes we omit the time index t from all variables (e.g., we write c = (c1, c2, . . . , cn)
instead of ct = (c1,t, c2,t, . . . , cn,t)). We denote by di,k = di,out +dk,in the bandwidth
cost per unit for transferring load from DC i to DC k. We further denote by ci,k the
difference in electricity prices between the two DCs, namely ci,k = ci − ck, and re-
fer to ci,k as the differential energy cost between i and k. The iteration of the EOA is
described in Table 2.

Before elaborating on the logic behind the EOA, we note that the running com-
plexity of each iteration is O(n2). Observe that the inner loop makes sure that data is
migrated from the currently expensive DCs to cheaper ones (in terms of the correspond-
ing electricity prices). We comment that the fairly simple migration rule (3) could be
implemented in a distributed manner, where DCs exchange information on their current
load and electricity price; we however do not focus on a distributed implementation in
the current paper.

We now proceed to discuss the rational behind the EOA, and in particular the rela-
tion between (3) (which will be henceforth referred to as the migration rule) and the
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original online algorithm described earlier. We first motivate the use of the term ci,kyi

in the migration rule. Note first that this term corresponds to the energy cost that could
potentially be saved by migrating all jobs in DC i to DC k. The reason that we use
differential energy costs ci,k = ci − ck is directly related to the reduction from general
cost vectors to elementary cost vectors (see Section 3). The reduction creates elemen-
tary cost vectors by iterating over the differential energy costs ci − ci−1, i ∈ [2, n].

Further examination of the migration rule (3) reveals that the amount of work that is
migrated from DC i to DC k is proportional to yk (the load at the target DC). The mo-
tivation for incorporating yk in the migration rule follows by differentiating the primal-
dual relation (2) with respect to bi,j,t+1, which leads to the following relation

dyi,j,t

dbi,j,t+1
=

ln(1 + H0)
di

·
(

yi,j,t +
1

H0

)
(4)

The above equation implies that the change in the load in DC k should be proportional to
the current load. As discussed earlier, this feature essentially encourages the migration
of jobs into DCs that were consistently “cheap” in the past, and consequently loaded
in the present. Another idea that follows from (4) and is incorporated in the migration
rule is that the migrated workload is inversely proportional to the bandwidth cost. The
last idea which is borrowed from (4) is to include an additive term s2, which reduces
the effect of yk. This additive term enables the migration of jobs to DCs, even if they
are currently empty. Intuitively, the value of s2 manifests the natural tradeoff between
making decisions according to current energy prices (high s2) or relaying more on usage
history (low s2). The other parameter in the migration rule, s1, sets the “aggressiveness”
of the algorithm. Increasing s1 makes the algorithm greedier in exploiting the currently
cheaper electricity prices (even at the expense of high bandwidth costs). Both s1 and s2

can be tuned throughout the execution of the algorithm.
To complete the description of the EOA, we next specify how newly arrived traffic is

distributed. We make here the simplifying assumption that jobs arrive to a single global
dispatcher, and then allocated to the different DCs. The case of multiple dispatchers
is outside the scope of this paper, nonetheless algorithms for this case can be deduced
from the rule we describe below. A newly arrived job is assigned through the following
probabilistic rule: At every time t, assign the job to DC i with probability proportional
to: 1

di
(yi + s2), where di = di,in + di,out. The reasoning behind this rule is the same

as elaborated above for the migration rule (3).

5 Simulations

In this section we evaluate the performance of the EOA on real datasets, while compar-
ing it to two plausible greedy algorithms.

Alternative Job-Migration Algorithms. As a first simple benchmark for our algo-
rithm, we use a greedy algorithm referred to as Move to Cheap (MTC) that always
keeps the load on DCs having the lowest electricity prices (without exceeding their
capacity). While its energy costs are the lowest possible by definition, the bandwidth
costs turn out to be significant and its overall performance is eventually poor. The sec-
ond greedy heuristic that we consider is MimicOPT. This heuristic tries to emulate the
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Fig. 2. Performance comparison of the MTC, MimicOPT, and EOA algorithms with respect to
OPT: (a, left) Average performance ratios along with standard-deviations, and (b, right) The evo-
lution of the competitive ratio of the algorithms with respect to OPT for a sample run

behavior of the optimal solution i.e., at any given time, MimicOPT solves an LP with
the energy costs until the current time t, and migrates jobs so as to mimic the job al-
location of the current optimal solution up to time t. As MimicOPT does not have the
data on future power costs and does not consider future outcomes, it is obviously not
optimal. However, this heuristic is reasonable in non-adversarial scenarios and, indeed,
performs fairly well. To make the running time of MimicOPT feasible, we restrict the
LP to use a window of the last 80 hours (a further increase in the window size does not
seem to significantly change the results). In general, we expect MimicOPT to perform
well on inputs in which electricity prices are highly correlated in time. We compare
below the performance of the MTC, MimicOPT and EOA algorithms. Our reference
is naturally the offline solution to the optimization problem, denoted OPT. Obviously,
OPT obtains the lowest possible cost.

Electricity Prices and Job-Demand Data. We use in our experiments the historical
hourly electricity price data ($/MWh) from publicly available government agencies for
30 US locations, covering January 2006 through March 2009. Due to space constraints,
we omit the organization details of the electricity system in the US, see, e.g., [19] for
details. In addition to the hourly electricity market, there are also 15-minute real-time
markets which exhibit relatively higher volatility with high-frequency variation. Since
these markets account for only a small fraction of the total energy transactions (below
10%), we do not consider them in our simulations.

A snapshot of the dynamics of electricity prices in different locations (Figure 1(a))
demonstrates that (i) prices are relatively stable in the long-term, but exhibit high day-
to-day volatility, (ii) there are short-term spikes, and (iii) hourly prices are not correlated
across different locations.

For our simulations, we use task-demand data obtained from a 10K node cluster
running MapReduce jobs for a large online services provider. Fig. 1(b) shows the hourly
task demand data exhibiting a significant variation in the number of tasks corresponding
to job submissions and different MapReduce phases across running jobs.
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at Boston, MA. The top graph shows the electricity price
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Performance Evaluation. We first compare the performance ratio of the total elec-
tricity and bandwidth costs incurred by different algorithms over pricing data from 10
locations. We assume that each location has 25K servers, each server consumes 200
Watts, bandwidth price is $0.15 per GB [23], and the task memory footprint is 100 MB
(corresponding to intermediate results in MapReduce phases). Based on our discussion
with datacenter operators, we compute the total job demand by fixing background de-
mand of 60% (15K servers) per location and a dynamic component from MapReduce
traces which runs on the remaining 40% capacity.

(i) Evaluating Total Cost. Fig. 2 compares the total cost (energy + bandwidth) for
EOA, MimicOPT and MTC algorithms. Fig. 2(a) shows a ten-run average of the com-
petitive ratio of each algorithm in 20 different executions of 500 hours each. We ob-
serve that the EOA performs better than MimicOPT and MTC, with a relatively small
standard deviation. EOA performs within 5.7% of the optimum while MimicOPT and
MTC perform within 10.4% and 68.5% of the optimum, respectively. Fig. 2(b) shows
the competitive ratio of the three algorithms as a function of the number of hours in
a 500 hour run. We observe that all algorithms exhibit high variation initially due to a
high migration cost, whereas OPT migrates much less and stabilizes quickly, because it
knows all future prices in advance.

Fig. 3 shows the workload evolution for the (Boston, MA) location. The top graph
shows the normalized electricity costs of the location (exhibiting up to 10x variation),
along with the normalized load that MTC puts on the Boston location. Note that MTC
always uses the cheapest DCs. Thus, a load of one indicates that Boston is one of the
60% cheaper locations, while a load of zero indicates that it is among the 40% more
expensive locations. The bottom figure shows the fraction of servers which are kept ac-
tive in this location by MimicOPT and EOA. As expected, we observe that the number
of active servers for MimicOPT varies significantly with electricity pricing (the DC is
either full or empty), indicating that the optimal job assignment varies with time across
locations. The EOA algorithm exhibits relatively stable job assignment, as it takes into
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account the relative pricing of this location, and carefully balances the energy costs with
the bandwidth costs of migrating jobs between locations.

(ii) Evaluating Performance as a function of Utilization. Fig. 4 shows the perfor-
mance ratio as we vary the background utilization of the DCs from 15% to 75%. Each
point is the average competitive ratio of ten runs of 500 hours each. We observe that
the performance ratio improves (decreases) as the load increases due to the reduced
flexibility in the job assignment and EOA performs closest to OPT compared to other
algorithms.

Overall, we observe that the job assignment changes significantly with the variation
in electricity prices, as all plausible algorithms increase the number of servers at lo-
cations with lower prices. Overall, the EOA algorithm provides the best performance
ratio and a relatively stable job assignment. While MimicOPT performs close to EOA,
the performance gap between the two algorithms becomes larger when subtracting the
minimal energy cost that has to be paid by any algorithm. Specifically, the performance-
ratio becomes around 1.55 and 1.8 for EOA and MimicOPT, respectively, indicating that
the actual cost savings by our algorithm are significant.

6 Concluding Remarks

This paper introduces novel online algorithms for migrating batch applications, with the
objective of reducing the total operation cost in a cloud of multiple datacenters. We pro-
vide a competitive-ratio bound for the performance of a basic online algorithm, indicat-
ing its robustness against any future deviation in energy prices. An easy-to-implement
version of the basic algorithm is designed, which can be seamlessly integrated as part
of existing control mechanisms for datacenter operation. Our simulations on real elec-
tricity pricing data and job demand data demonstrate that the actual performance of our
algorithm could be very close to the minimal operation cost (obtained through offline
optimization). Importantly, our online algorithm outperforms several reasonable greedy
heuristics, thereby emphasizing the need for a rigorous online optimization approach.

The algorithms we suggest solve the fundamental energy-cost vs. bandwidth-cost
tradeoff associated with migrating batch jobs. Yet, we have certainly not covered herein
all possible models and aspects that may need to be considered in the design of fu-
ture job-migration algorithms. For example, one simplifying assumption we make is
that every job can be placed in every DC. In some cases, however, some practical con-
straints might prevent certain jobs from being run at certain locations. Such constraints
could be due to government regulations (e.g., EU data can only be hosted on servers in
Europe), delay restrictions (e.g., if a particular DC is too far from the location of the
source), security considerations, and other factors. On the other hand, some constraints
might require certain jobs to be placed adjacent to others (e.g., to accommodate low
inter-component communication delay for interactive applications). Further restrictions
might be imposed on the migration paths, e.g., due to the delay overhead of the mi-
gration process. Overall, the general framework of online job-migration opens up new
algorithmic challenges, as proper consideration of the dynamically evolving electricity
prices can contribute to significant cost reductions in cloud environments.
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Abstract. We study the Stochastic Traffic Engineering (STE) prob-
lem arising from the support of QoS-demanding live (e.g., real time)
audio/video applications over unreliable IP-over-wireless access pipes.
First, we recast the problem to be tackled in the form of a suitable non-
linear stochastic optimization problem, and then we develop a goodput
analysis for the resulting IP-over-wireless pipe that points out the relative
effects of fading-induced errors and congestion-induced packet’s losses.
Second, we present an optimal resource-management policy that allows a
joint scheduling of playin, transmit and playout rates. Salient features of
the developed joint scheduling policy are that: i) it is self-adaptive; and,
ii) it is able to implement reliable Constant Bit Rate (CBR) connections
on the top of unreliable energy-limited wireless pipes.

Keywords: IP-over-wireless connections, real-time streaming, Stochas-
tic Traffic Engineering (STE), self-adaptive rate-control, hard QoS
guarantees.

1 Introduction and Related Works

Due to the unreliable randomly time-varying transport quality currently offered
by IP-over-wireless connections, providing QoS guarantees to real-time media
applications (e.g., live audio/video) over energy-limited congestion-prone wire-
less IP domains is a (still open) challenging task, that requires an optimized
(possibly, self-adaptive) management of the floating resources done available by
the underlying pipe [1]. In principle, a suitable means to approach this target
is provided by the optimization framework and self-adaptive controlling mech-
anisms offered by Traffic Engineering (TE). Differently from the (more) usual
QoS resource’s allocation, the TE solution not only aims to guarantee speci-
fied QoS levels, but also optimizes an overall system-wide performance metric,
mainly by performing joint flow-control at the source host, destination host and
switching (e.g., serving) nodes. This more conventional TE approach evolves to

� Corresponding author.

J. Domingo-Pascual et al. (Eds.): NETWORKING 2011, Part I, LNCS 6640, pp. 186–197, 2011.
c© IFIP International Federation for Information Processing 2011



Stochastic Traffic Engineering 187

Fig. 1. The considered battery-powered wireless streaming system

the Stochastic TE (STE) one [2],[3], when the underlying connection is affected
by some form of uncertainty, as, for example, the random behavior of the state
of the IP-over-wireless pipe in the (here considered) streaming scenario of Fig.1.
Hence, triggered by these considerations, in this work we resort to the STE
principles for designing a joint self-adaptive playin-energy-playout scheduler for
the streaming system of Fig.1. Specifically, as sketched in Fig.1, we model the
(possibly mobile) battery-powered (i.e., energy-limited) source node (e.g., the
Source Host (SH)) as a time-slotted fluid G/G/1 queue fed by a Variable Bit
Rate (VBR) media encoder, whose output rate (e.g., the playin rate) may be
adaptively controlled. Analogously, the receive node (e.g., the Destination Host
(DH)) is equipped with a G/G/1 queue, whose output rate (e.g., the playout
rate) may be also controlled. In principle, both queues may be considered im-
plemented at the APPlication (APP) layers of the underlying protocol stack, so
that the corresponding wireless connection of Fig.1 models the overall resulting
peer-to-peer virtual pipe.

The considered system-wide perform metric to be maximized is the resulting
transmit rate averaged over both the fading and congestion-induced statistics
of the state of the wireless pipe, under seven system’s constraints. The first one
is on the available average energy per slot and it arises from energy limitations
typically imposed by the PHY layer of the considered modems. The second and
third constraints upper limit the available buffer capacities, while the fourth con-
straint arises from the APP layer and fixes the maximum instantaneous playin
rate. Fifth constraint upper bounds the pre-roll delay [1], while sixth and seventh
constraints introduce hard (e.g., deterministic) upper and lower bounds on the
instantaneous values allowed the playout rate.

Optimized schedulers derived by exploiting the analytical tools of Nonlin-
ear Optimization and Queueing Theory and, thus, implemented via TE-based
controlling mechanisms are presented, for example, in [4],[5],[6]. In [4], authors
develop an optimized policy for controlling both transmit power and playout
rate of the considered streaming system, the target being that to minimize the
average power consumption and maximize the rendered average media quality.
More recently, some STE aspects related to the wireless access are tackled in
[5],[6]. However, they do not consider the control of the playout rate, neither
account for (possible) limitations on the available average energy-budget. In the
application context of multimedia systems and services, Adaptive Media Playout
(AMP) policies aiming at minimizing suitable rate-distortion functions are the
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focus of the contributions in [8],[13]. However, contributions in [8],[13] are not
STE-oriented, so that they do not consider the adaptive control of the playin
rate and/or transmit energy, and (which is the most) do not provide hard QoS
guarantees to the supported media applications.

2 QoS Real-Time Streaming: System and Traffic
Modeling

In the streaming system of Fig.1, time is slotted, with slot-duration of Ts (sec.)
and the t-th slot spans the (semi-open) interval [t, (t + 1)), t ∈ N

+
0 . The APP

layers at the source and destination hosts of Fig.1 are equipped with playin
and playout buffers of finite capacities N1 and N2, respectively. The number of
information units (IUs) arriving at the input of the playin buffer at the end of slot
t is the playin rate λ(t) ∈ R

+
0 (IU/slot) at slot t. The underlying wireless physical

channel supporting the peer-to-peer pipe of Fig.1 is affected by interference, noise
and fading phenomena, we assume constant over each slot (i.e., we assume an
ergodic “block fading” physical channel [12]). Hence, the resulting state σ(t) ∈
R

+
0 at the t-th slot of the overall pipe is modelled as a real-valued nonnegative r.v.

with (a priori unknown) steady-state pdf pσ(σ).1 Furthermore, the connection
state value σ(t) is assumed to be known at the SH at the beginning of slot t. The
overall streaming system is considered to operate under stationary and ergodic
conditions (i.e., it works in the steady-state). About backlog dynamics of the
playin/playout queues, let s(t) ∈ R

+
0 be the number of IUs buffered by playin

queue of Fig.1 at the beginning of slot t (i.e., the backlog of the playin buffer).
Thus, after denoting by r(t) (IU/slot) the number of IUs to be sent over the
wireless connection during t-th slot, the following Lindley’s equation:

s(t + 1) = [s(t) + λ(t) − r(t)]+ , t ≥ 0, (1)

dictates the evolution of the discrete-time backlog process {s(t) ∈ R
+
0 , t ≥ 0} at

the playin queue. Let q(t) ∈ R
+
0 be the number of IUs present in the playout

buffer at the beginning of slot t (i.e., the backlog of the playout buffer). Hence,
after denoting by θ(t) (IU/slot) the number of IUs rendered to the VBR media
decoder of Fig.1 at the end of slot t, the evolution of the playout backlog is
described by the corresponding Lindley’s equation:

q(t + 1) = [q(t) + r(t) − θ(t)]+ , t ≥ 0. (2)

The cost of sending r(t) IUs over slot t is the amount of energy E(t) (mea-
sured in Joule (J)) required for their transmission. Thus, we assume that r(t)
depends on both E(t) and σ(t) via the rate-function R(·; ·) adopted to measure
the (instantaneous) goodput of the considered connection, so that we can write

r(t) � R (E(t); σ(t)) , t ≥ 1. (3)
1 The meaning of the connection state σ(t) is application depending. An example of

σ(t) modelling the overall behavior of a TCP-friendly connection over an IP-based
wireless access network is detailed in Sect.4.
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Since R(·; ·) summarizes the goodput-performance of the end-to-end virtual pipe
of Fig.1, its actual behavior and structural properties are system depending.
Therefore, we limit to introduce few (quite mild) assumptions on R(·; ·), that,
by fact, are retained by rate-functions of practical interest [1]. We just assume
that it is nondecreasing for E ≥ 0 and σ ≥ 0 and, for any assigned σ �= 0, the
rate-function is strictly concave in the E-variable.

2.1 QoS Support for Real-Time Streaming

The analytical expression assumed by the distortion-function D(θ) : R
+
0 → R

+
0

adopted to measure the (subjective) level of satisfaction perceived by the end-
user of Fig.1 is strongly application depending, and no general formulae are
available for it [1],[13]. Therefore, according to an emerging trend [1], we (only)
assume that the adopted distortion-function D(θ) is a real, nonnegative, strictly
decreasing function of the actually experimented playout rate θ [1],[13]. This
means that, after denoting by D−1(·) the inverse of D(·), any assigned constraint:
D(θ) ≤ Dmax on the subjective QoS level to be guaranteed may be equivalently
recast in terms of the corresponding constraint: θ(t) ≥ θmin � D−1(Dmax) on
the minimum rate to be instantaneously delivered by the playout buffer.

This constraint guarantees that the maximum (e.g., worst-case) queueing de-
lay induced by the playout buffer of Fig.1 equates: (N2/θmin), so that, for the
corresponding playout-delay r.v. T QQ (e.g., the random delay introduced by the
playout buffer), the following deterministic (e.g., hard) upper-bound holds:

T QQ ≤ (N2/θmin) (slot). (4)

Passing now to consider the performance limit on the jitter affecting the playout
rate, we observe that both the instantaneous jitter and corresponding average
squared value become upper-bounded when the following limit on the maximum
allowed playout rate is also introduced: θ(t) ≤ θmax, ∀t. In fact, the above
constraints guarantee that the resulting playout-jitter is limited (in a hard way)
as detailed by the following Proposition 1, proved in [10].

Proposition 1. The instantaneous jitter affecting the playout rate is upper-
bounded as in | θ(t1) − θ(t2)| ≤ (θmax − θmin), ∀t1 � t2. Furthermore, in the

steady-state, the corresponding average playout jitter: σθ �
√

E{(θ(t) − θ)2}
(IU/slot) is limited as in σθ ≤

√
(θmax)2 − (θmin)2. �

To recap, the considered constraints suffice to guarantee that the performance
limits of the streaming system of Fig.1 are dictated by eqs.(4) and upper-bounds
provided by Proposition 1.

3 The Tackled STE Problem

In our framework, the overall system’s state x(t) available at slot t-th for imple-
menting the resulting scheduling action:

x(t) � [σ(t), s(t), q(t), r(t − 1), r(t − 2), . . . , r(t − p))]T , (5)
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is composed by the current connection’s state σ(t) (see Fig.1), the current back-
log s(t) of the playin buffer, the current backlog q(t) of the playout buffer and
the last p ≥ 0 transmit rates: r(t − 1), . . . , r(t − p).

Hence, to formally state the resulting STE problem, let: E(t) ≡ ε(σ(t); r(t)) �
R−1(σ(t); r(t)), t ≥ 1, be the energy to be radiated by the wireless modem
present at the PHY layer of the SH of Fig.1 to send r(t) IUs. Therefore, the
tackled STE problem may be stated as follows:

max
[r(·),λ(·),θ(·)]

Eσ{r(t)|s(t), q(t)}, (6)

s.t. : Eσ{ε(σ; r(t))|s(t), q(t)} ≤ Eave, (7)
0 ≤ r(t) ≤ s(t), (8)

0 ≤ λ(t) ≤ λmax, (9)
0 ≤ s(t + 1) ≤ N1, (10)

N0 ≤ q(t + 1) ≤ N2, (11)
θmin ≤ θ(t) ≤ θmax, (12)

where the expectations in (6) and (7) are to be carried out with respect to the
(a priori unknown) pdf pσ(σ) of the connection’s state. Hence, from the outset it
follows that the playout function θ(t) to be optimized may be directly expressed
as in (see (5)): θ(t) ≡ F(r(t), r(t − 1), . . . , r(t − p)), t � 1, where F(·) is a
suitable nonnegative real-valued function that, in general, may depend on the
current transmit rate r(t) and p last ones: r(t− 1), . . . , r(t− p). This points out
that p plays the role of memory-order of the implemented playout policy.

Before proceeding, we remark that the stochastic nature of the considered
TE problem arises from the expectations present in eqs.(6),(7). In this regard,
eq.(6) points out that we maximize (on a per slot-basis) the expected (e.g., aver-
age) transmit rate given (i.e., conditioned on) the current backlogs: (s(t), q(t))
of the playin and playout buffers. Several contributions (see, for example, [14,
Chaps.13,17] and references therein) support the utilization of (6) as an effective
metric for characterizing the performance of queuing systems, specially when the
supported media traffics exhibit heavy-tailed (e.g., Pareto-like) distributions. Fi-
nally, from (11),(12), it follows that the ratio: ΔP � N0/θmin covers the role of
allowed pre-roll delay.

3.1 Algorithmic Solution of the Tackled STE Problem

Let us indicate by εr(r; σ) � ∂ε(r; σ)/∂r the first-order derivative of the (above
introduced) energy-function carried out with respect to the r -argument. Thus,
after recognizing that the tackled STE problem is convex [10], the resulting
optimal solution: ropt(·; ·; ·), λopt(·; ·; ·), θopt(·; ·; ·) may be evaluated in closed-
form, as detailed by the following Proposition 2 (proved in [10]).

Proposition 2. Under the above reported assumptions, for the solution of the
STE problem of eqs.(6)-(12) the following relationships hold:
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i) the optimal transmit rate is dictated by

ropt(σ(t); s(t); q(t)) =

[
ε−1

r

(
σ;

1
μ(s(t); q(t); Mp(t))

)]rp(Mp(t);s(t);q(t))

rm(Mp(t);s(t);q(t))

(13)

where ε−1
r (·; ·) denotes the inverse function of εr(·; ·) with respect to the E-

variable, while

rm(Mp(t); s(t); q(t)) � max{0; (p+1)θmin−pMp(t); (
p + 1

p
)(N0−q(t))+Mp(t)}

and

rp(Mp(t); s(t); q(t)) � min{s(t); (p + 1
p

)(N2−q(t))+Mp(t); (p+1)θmax−pMp(t)}

are the minimum and peak-rate values allowed at slot t, respectively. Fur-
thermore,

Mp(t) � 1
p

t−1∑
i=t−p

ropt(σ(i); s(i); q(i)), (14)

represents the short-term average of the (optimal) transmit rates. Finally,
μ(·; ·; ·) in (13) is the optimal value of the dual variable of the tackled op-
timization problem, that may be computed by solving the following equation
[10]:

∫
ε

(
σ;

[
ε−1

r

(
σ;

1
μ(s(t); q(t); Mp(t))

)]rp(·;·;·)

rm(·;·;·)

)
pσ(σ)dσ = Eave. (15)

ii) The optimal playin-rate policy is given by the following relationship:

λopt(σ(t); s(t); q(t)) = min{(N1 − s(t)) + ropt(σ(t); s(t); q(t)); λmax}. (16)

iii) The optimal playout-rate policy is dictated by following relationship:

θopt(σ(t); s(t); q(t)) = ropt(Mp(t); s(t); q(t)) +
p

p + 1
(Mp(t) − ropt(Mp(t); s(t); q(t))).

(17)

Before proceeding, we stress that a key property of the optimal scheduler of
Proposition 2 is that it utilizes the steady-state pdf pσ(σ) of the wireless con-
nection only for the computation of the expectation at the left-hand side of (15).
Therefore, an approximated version μ̂(.) of μ(.) in (15) may be computed by solv-
ing (on a per slot-basis) the following sliding-window sample-average equation:

1
W

t∑
j=t−W+1

ε

(
σ(j);

[
ε−1

r

(
σ(j);

1
μ̂(t)

)]rp(·;·;·)

rm(·;·;·)

)
= Eave, t ≥ 1, (18)
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where, due to the (assumed) system’s ergodicity, we have that: limW−→∞ μ̂(t) =
μ(t). Thus, by resorting to (18), the optimal scheduler may be implemented
on-the-fly, i.e., without any a priori knowledge about actual pσ(σ). This im-
plies that the on-the-fly implementation of the optimal scheduler is also capable
to self-track a priori unknown possible time-variations of the pdf pσ(σ) of the
connection-state, as those induced, for example, by no stationary fading.

4 Traffic Analysis of IP-over-Wireless Access Connections

Since the access segment is typically the ”bottleneck” of current wireless media
networks [12], in order to test actual performance of the proposed joint sched-
uler, in this section we develop the traffic analysis of a wireless access network,
where a (possibly nomadic) wireless SH transmits to a (possibly wireless and/or
nomadic) DH via a Wireless Access Router (WAR). This last may be simultane-
ously utilized for the access by other several concurrent Interfering Hosts (IHs),
that, in turns, may cause interference and congestion (e.g., buffers’ overflow) at
the PHY and Network layers of the WAR. The resulting layered structure of the
considered protocol stack is detailed in Fig.2. Specifically, FEC-modulation sup-
ported by adaptive control of the transmit energy is implemented at the PHY
layers of the SH and WAR of Fig.2. The Data Link (DL) layer of the SH node of
Fig.2 is equipped with a finite-capacity buffer, so to implement a Truncated Se-
lective Repeat ARQ (TSR-ARQ) mechanism [12, Chap.5]. At most, Nmax

R ≥ 0
re-transmissions of a same frame may be attempted at the DL layer, before
declaring lost the served frame.

Before proceeding to the goodput analysis of the resulting wireless pipe of
Fig.2, we detail the considered main operating conditions:

A.i) the forward wireless channel of Fig.2 is frequency-flat and impaired by
both i.i.d. Nakagami-distributed fast-fading and log-normal distributed slow-
fading [12]. Specifically, the (log-normal distributed) slow-fading phenomena are
assumed constant over at least X � (Nmax

R +1) consecutive slot-times, and then
may vary according to the Markovian model detailed in the sequel; A.ii) when
a frame is received incorrectly at the DL layer of DH after FEC/re-transmission
recovery, both the corresponding encapsulated datagram and segment are de-
clared loss. Then, triple-duplicate ACKs are generated by the Transport layer
of the DH and sent back to the Transport layer of the SH via the ideal back-
ward link of Fig.2. Furthermore, due to the real-time feature of the considered
streaming applications, no fragmentation is allowed at the Transport and DL
layers of the protocol stack of Fig.2, neither timeout-triggered re-transmissions
are assumed feasible at the Transport layer of the SH of Fig.1; A.iii) due to
implementation complexity considerations [12], the energy E(t) radiated by the
transmitter at the PHY layer of the SH of Fig.2 is assumed to react only to
the fluctuations induced by slow-fading. Thus, according to A.i), the transmit
energy E(t) is assumed constant over (at least) X consecutive slot-times.

For flat-fading wireless channels meeting A.i), the channel quality expe-
rienced over each slot may be described by the corresponding instantaneous
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Fig. 2. The layered structure of the considered access network

channel gain g(t) ∈ R
+
0 . In our case, this last is Nakagami-m distributed, so that,

for the resulting pdf p(g), we can write [12, Chap.3]

p(g) = (m/g(t))m(gm−1/Γ (m)) exp{−(m/g(t))g}, g ≥ 0, (19)

where Γ (m) is the Gamma function and m ≥ 1/2 is the Nakagami fading param-
eter. By definition, g(t) in (19) is the instantaneous SINR averaged over (only)
the fast-fading phenomena. Hence, for log-normal distributed slow-fading, it may
be modeled as [12, Chap.3] where the scaling constant: c0 � exp{− (0.1log10)2

2 } �

0.9738 guarantees unit average value for g(t), e.g, γ � E{g(t)} ≡ 1 (J−1). Fur-
thermore, according to [12], {z(t), t ≥ 1} is a zero-mean unit-variance Gaussian-
distributed Markovian sequence, that assumes constant value over each frame
composed by X consecutive time-slots (see A.i)). For macrocellur land-mobile
applications, its correlation coefficient: h � E{z(t)z(t + X )} may be evaluated
as in [12]: h ≡ (0.82)TSv/100, where v(m/sec.) is the speed of the SH node of
Fig.2.

Thus, according to the performance analysis carried out in [9], the instanta-
neous Frame Error Rate (FER) measured at the input of the DL layer of the
WAR of Fig.2 after FEC-recovery may be well approximated according to [9,
eq.(5)]

FER(t) �

{
1, for 0 ≤ g(t) < C/E(t),
A exp{−BE(t)g(t)}, for g(t) ≥ C/E(t),

(20)
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where the (positive) constants A, B, C in (20) depend on the actually adopted
coding/modulation scheme [9].

Therefore, after frame recovery carried out by the Truncated SR-ARQ
mechanism implemented at the DL layer, the resulting peer-to-peer IP-based
connection available at the Network layer of Fig.2 may be modeled as a loss-
affected pipe, that may also introduces random delays on the conveyed data-
grams’ flow [7]. Specifically, according to the delay-analysis presented in [7,
Sect.II], we model the sequence {Δ(X t), t ≥ 1} of datagram’s delays as an i.i.d.
exponentially-distributed random series, so that the resulting pdf pΔ(Δ) for the
datagram delay reads as (see [7, Sect.II] for the case of a single access router):
pΔ(Δ) = εLδ(Δ−∞) + (1− εL)ωRe−ωRΔ, Δ ≥ 0, where δ(Δ−∞) is the Dirac
pulse shifted at the infinity, ωR > 0 is the service rate (in (slot)−1) of the WAR
of Fig.2, while εL ∈ [0, 1) is the overall datagram loss-rate affecting the wireless
pipe of Fig.2.

Finally, under low loss-rate operating conditions, the sending rate R(X t)
(byte/slot) of the TCP-friendly rate-control mechanism implemented at the
Transport layer of the SH node of Fig.2 may be well approximated by the fol-
lowing expression [11]:

R(X t) ≡ [MSS/(RTT(X t)
√

PL(X t))]
√

3/4, t ≥ 0, (byte/slot), (21)

where MSS (byte) is the allowed maximum segment size; PL(X t) is the segment-
loss probability averaged over the fast-fading statistics of eq.(19); and RTT (X t)
is the average segment Round-Trip-Time (RTT) at the (X t)-th slot. According
to the Jacobson’s formula, this last may be iteratively updated as in RTT (X t) ≡
0.75RTT(X (t − 1)) + 0.25Δ(X t), t ≥ 1.

About the evaluation of the resulting connection goodput, we stress that,
in our framework, the reception of triple-duplicate ACKs is only utilized for
updating the current value of PL(·) in (21). This means that the here considered
Transport protocol is, indeed, UDP based, but it relies on a suitable traffic shaper
to work in a TCP-friendly way [11]. Thus, by leveraging on this (key) observation,
we are able to arrive at the following final expression for the goodput in (21)
sustained by the considered connection (see [10] for the derivation):

R(X t) = K0σ(X t)(E(X t))Xm/2 , t ≥ 0, (22)

where K0 �
√

3/4 MSS{(mm/Γ (m))[(Cm/m) + (A Γ (m; CB))/Bm ]}−X/2, is
a positive constant, while,

σ(X t) � [g(X t)]Xm/2/ RTT(X t), t ≥ 0, (23)

is the (positive-valued) resulting state of the overall peer-to-peer connection
going from the input of the Transport layer at the SH of Fig.2 to the output of
the Transport layer at the corresponding DH. Hence, under the above reported
assumptions, eq.(22) is able to fully characterize the goodput-behavior of the
overall resulting TCP-friendly connection.
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5 Traffic Tests and Final Remarks

According to this conclusion, in order to (numerically) test actual performance
of the proposed joint scheduler, we have numerically generated the connection-
state sequence {σ(X t)} of eq.(23) and, then, we have adopted the expression in
(22) for (numerically) measuring the instantaneous goodput R(·; ·) sustained by
the overall peer-to-peer pipe. The main simulated parameters are set as λmax =
θmax = 1000 (byte/slot), MSS = 120 (byte), N0 = 0 (byte), A = 90.2514,
B = 3.4998, C = 1.2865, X ≡ 1, b = 2 and N1 = N2 = 24000 (byte).

5.1 Effects of the Memory-Order of the Playout Policy

Performance of the self-adaptive implementation of the proposed scheduler has
been numerically evaluated in terms of average playout rate: θ

opt � E{θopt(t)}
(byte/slot) and averageplayout rate-jitter:σopt

θ �
√

E{(θopt − θ
opt

)2} (byte/slot).
For comparison purpose, we have also implemented a Benchmark Version (BV) of
the scheduler of Sect.3, where both the transmit-energy and playout-rate controls
have been removed. The (numerically evaluated) behaviors of the average playout
rate θBV (byte/slot) and playout rate-jitter σBV

θ (byte/slot)we obtained by imple-
menting this BV are reported in Figs.3(a),3(b), respectively. For comparison pur-
pose, Figs.3(a),3(b) also report the corresponding performance of the self-adaptive
implementation of the optimal scheduler. All the numerical plots of Figs.3(a),3(b)
refer to the case of ωR = 1 (slot−1), εL = 0, m = 1, and W = 5 (slot).

An examination of these plots allows us to drawn the following insights. First,
θ

opt
is virtually independent from the setting of the memory order p adopted

for the playout policy. Second, the gap between θ
opt

and θBV tends to decrease
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Fig. 3. Behaviors of: (a) the average playout rates θ
opt

(byte/slot) and θBV (byte/slot);

(b) the average playout jitters σopt
θ (byte/slot) and σBV

θ (byte/slot). Plots of θ
opt

at
p = 6 and p = 12 are virtually overlapped.
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Fig. 4. Behaviors of: (a) the average playout rate θ
opt

(byte/slot); and: (b) the average
playout jitter σopt

θ (byte/slot) of the optimal scheduler under several traffic conditions.
The operating scenario of Sect.5.2 is considered.

at both low and high Eave’s, while it is noticeable and of the order of about
45% at Eave’s around 10 (dB). Third, jitter curves of Fig.3(b) point out that, at
low/medium Eave’s (we say, at Eave’s limited up to about 19 (dB)), the average
jitters affecting the played rates tend to increase for growing Eave’s. However,
at high Eave’s (we say, at Eave’s beyond about 20 (dB)), all the implemented
transmit policies become able to fully saturate the capacities of the corresponding
playout buffers, so that all the resulting jitters tend to decrease (see the right-
most parts of the curves of Fig.3(b)). In any case, the practical lesson arising from
the plots of Fig.3(b) is that, at medium Eave’s (i.e., at Eave’s around 15−16 (dB)),
the optimal scheduler with p = 12 is able to reduce the average jitter affecting
the corresponding playout rate of about 33% with respect to the BV.

5.2 Effects of Traffic Load and Traffic Congestion

The average performances of the on-the-fly implementation of the optimal sched-
uler under different traffic load and traffic congestion levels are reported in
Figs.4(a),4(b) for the case of m = 1, W = 5 (slot), p = 12 and θmin =
100 (byte/slot). An examination of these curves shows that the relative degra-
dations suffered by θ

opt
and σopt

θ when we pass from: εL = 0, ωR = 50 (i.e., the
less congested traffic scenario here considered) to: εL = 0.5, ωR = 10 (i.e., the
most congested traffic scenario here considered) are noticeable only at (very) low
Eave’s (e.g., at Eave’s below 3 − 4 (dB)). These degradations quickly decrease,
indeed, for Eave’s beyond 4 − 5 (dB) and, then, virtually vanish at Eave’s over
about 9 (dB).
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Abstract. Networking costs play an important role in the overall costs
of a modern data center. Network power, for example, has been estimated
at 10-20% of the overall data center power consumption. Traditional
power saving techniques in data centers focus on server power reduction
through Virtual Machine (VM) migration and server consolidation, with-
out taking into account the network topology and the current network
traffic. On the other hand, recent techniques to save network power have
not yet utilized the various degrees of freedom that current and future
data centers will soon provide. These include VM migration capabili-
ties across the entire data center network, on demand routing through
programmable control planes, and high bisection bandwidth networks.

This paper presents VMFlow: a framework for placement and migra-
tion of VMs that takes into account both the network topology as well as
network traffic demands, to meet the objective of network power reduc-
tion while satisfying as many network demands as possible. We present
network power aware VM placement and demand routing as an optimiza-
tion problem. We show that the problem is NP-complete, and present
a fast heuristic for the same. Next, we present the design of a simula-
tor that implements this heuristic and simulates its executions over a
data center network with a CLOS topology. Our simulation results us-
ing real data center traces demonstrate that, by applying an intelligent
VM placement heuristic, VMFlow can achieve 15-20% additional savings
in network power while satisfying 5-6 times more network demands as
compared to recently proposed techniques for saving network power.

Keywords: networking aspects in cloud services, energy and power
management, green networking, VM placement.

1 Introduction

In current data centers, networking costs contribute significantly to the overall
expenditure. These include capital expenditure (CAPEX) costs such as cost
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of networking equipment which has been estimated at 15% of total costs in a
data center [6]. Other networking costs include operational expenditure (OPEX)
such as power consumption by networking equipment. It has been estimated that
network power comprise of 10-20% of the overall data center power consumption
[9]. For example, network power was 3 billion kWh in the US alone in 2006.

Traditionally, data center networks have comprised of single rooted tree net-
work topologies which are ill-suited for large data centers, as the core of the
network becomes highly oversubscribed leading to contention [7]. To overcome
some of these performance problems of traditional data center networks, such
as poor bisection bandwidth and poor performance isolation, recent research in
data center networks has proposed new network architectures such as VL2 [7],
Portland [16], and BCube [8]. Data centers are also increasingly adopting vir-
tualization and comprise of physical machines with multiple Virtual Machines
(VMs) provisioned on each physical machine. These VMs can be migrated at
downtime or at runtime (live). Furthermore, emergence of programmable con-
trol plane in switches through standardized interfaces such as Openflow [3], has
enabled on demand changes in routing paths.

With the above recent advances, opportunities have emerged to save both
network CAPEX and OPEX. Network CAPEX is being reduced through sev-
eral measures such as increased utilization of networking devices, and a move
towards cheaper and faster data plane implemented in merchant silicon, while
all the intelligence lies in a separate sophisticated control plane [3]. Components
of OPEX, such as network power costs, are being reduced through techniques
that switch off unutilized network devices as the data center architectures move
to higher levels of redundancy in order to achieve higher bisection bandwidth.
However, most of the recent techniques to save network power usage do not
seem to utilize all the features that current and future data center will soon
provide. For instance, recent techniques to save network power in [9] exploit
the time-varying property of network traffic and increased redundancy levels in
modern network architectures, but do not consider VM migration. On the other
hand, current VM placement and migration techniques such as [19] mainly tar-
get server power reduction through server consolidation but do not take into
account network topology and current network traffic. A recent work by Meng
et. al [15] explored network traffic aware VM placement for various network
architectures. However, their work did not focus on network power reduction.

There are multiple reasons why saving network power is increasingly becom-
ing more important in modern data centers [13]. Larger data centers and new
networking technologies will require more network switches, as well as switches
with higher capacities, which in turn will consume more power. In addition,
rapid advances in server consolidation are improving server power savings, and
hence, network power is becoming a significant fraction of the total data center
power. Also, server consolidation results in more idle servers and networking de-
vices, providing more opportunity for turning off these devices. Finally, turning
off switches results in less heat, thereby reducing the cooling costs.

In this context, this paper presents VMFlow: a framework for placement and
migration of VMs that takes into account both the network topology as well
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as network traffic demands, to meet the objective of network power reduction
while satisfying as many network demands as possible. We make the following
contributions:

1. We formulate the VM placement and routing of traffic demands for reducing
network power as an optimization problem.

2. We show that a decision version of the problem is NP-complete, and present
a fast heuristic for the same.

3. We present the design of a simulator that implements this heuristic and
simulates its runs over a data center network with a CLOS topology.

4. We validate our heuristic and compare it to other known techniques through
extensive simulation. Our simulation uses real data center traces and the re-
sults demonstrate that, by applying an intelligent VM placement heuristic,
VMFlow can achieve 15-20% additional savings in network power while sat-
isfying 5-6 times more network demands as compared to recently proposed
techniques for saving network power.

5. We extend our technique to handle server consolidation.

The rest of this paper is organized as follows. We give an overview of related
research in Section 2. Section 3 presents the technical problem formulation. Sec-
tion 4 describes our greedy heuristic. We describe the design and implementa-
tion of our simulation framework and demonstrate the efficacy of our approach
through simulation experiments in Section 5. Section 6 extends our technique to
handle server consolidation. Finally, we conclude the paper in Section 7.

2 Background and Related Work

Data center network architectures. Conventional data centers are typically
organized in a multi-tiered network hierarchy [1]. Servers are organized in racks,
where each rack has a Top-of-Rack (ToR) switch. ToRs connect to one (or two,
for redundancy) aggregation switches. Aggregation switches connect to a few
core switches in the top-tier. Such a hierarchical design faces multiple problems
in scaling-up with number of servers, e..g, the network links in higher tiers be-
come progressively over-subscribed with increasing number of servers. Recently,
some new data center network architectures have been proposed to address these
issues [7, 8, 16].

VL2 [7] is one such recently proposed data center network architecture
(Figure 1), where the aggregation and the core switches are connected using
a CLOS topology, i.e., the links between the two tiers form a complete bipar-
tite graph. Network traffic flows are load balanced across the aggregation and
core tier using Valiant Load Balancing (VLB), where the aggregation switch
randomly chooses a core switch to route a given flow. VL2 architecture provides
higher bisection bandwidth and more redundancy in the data center network.

Traffic-aware VM placement. VM placement has been extensively studied
for resource provisioning of servers in a data center, including reducing server
power usage [19]. Some recent papers have studied VM placement for optimizing
network traffic in data centers [12,15]. These approaches differ from VMFlow in
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two important ways: (a) the techniques do not optimize for network power, and
(b) their solutions do not specify the routing paths for the network demands.
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Fig. 1. CLOS network topology

Network power optimization.
Most of the recent research on data
center energy efficiency has focused on
reducing the two major components
of data center power usage: servers
and cooling [6, 9]. Recently, some pa-
pers have focussed on reducing the
power consumed by networking ele-
ments (which we call, network power)
in a data center [9, 13, 17]. In the
ElasticTree approach presented in [9],
a network power manager dynami-
cally turns on or off the network ele-
ments (switches and links), and routes
the flows over the active network ele-
ments, based on the current network
traffic demands. In the primary tech-
nique presented in ElasticTree, called
greedy bin-packing, every demand is
considered sequentially, and the de-

mand is routed using the leftmost path that has sufficient capacity to route
the demand. Here, a path is considered to be on the left of another path if,
at each switch layer of a structured data center topology, the switch on the
first path is either to the left or is identical to the switch on the second path.
ElasticTree also proposes an topology-aware approach that improves upon the
computation time as compared to greedy bin packing − however, it does not
improve the network power in the solution. The VMFlow framework that we
present in this paper fundamentally differs from ElasticTree [9] and from the
work in [13,17] because we exploit the flexibility of VM placements that is avail-
able in the modern data centers. Also, for a given demand, we jointly perform
the VM placement and flow routing by greedily selecting the VM placements as
well as the routing paths that require minimum additional network power.

3 Network-Aware VM Placement Problem

In this section we present the Network-Aware Virtual Machine Placement
(NAVP) Problem. Our problem formulation extends the ElasticTree formula-
tion in [9].

Input. The data center network is composed of network switches and links
that connect the hosts (physical servers). The data center network topology is
modeled using a weighted directed graph G = (V, E), where V are the set of
vertices and the E ⊆ V × V is the set of directed edges. A link e = (u, v) has
capacity (maximum supported rate) of C(e). There are three types of vertices
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in V : the switches, the hosts, and a special vertex vE . Vertex vE models the
external clients that communicate with the data center. The edges represent
the communication links between the switches, and between the switches and
the hosts. (We use edges and links interchangeably in this paper.) Let there be
n hosts H = {h1, . . . , hn}, and q switches W = {w1, . . . , wq}.

We consider a set of m Virtual Machines (VMs) M = {vm1, . . . , vmm}, where
m ≤ n, and at most one VM can be placed on a host (we consider the case of
multiple VMs per server in Section 6). The network traffic source or destination
is one of the m VMs or an external client. We model the traffic to and from any
external clients as traffic to and from vE , respectively. Let M ′ be M ∪ {vE}.
We are given a set of K demands (rates) among the nodes in M ′, where the jth

demand requires a rate of rj from source sj ∈ M ′ to destination dj ∈ M ′, and
is denoted by (sj , dj , rj).

When a switch wi or a link e is powered on, let P (wi) and P (e) denote
the power required to operate them, respectively. A VM placement is a (one-
to-one) mapping Π : M → H that specifies that the mapping of VM vmi to
host hΠ(vmi). In addition, we assume that in all VM placements, vE is mapped
to itself.

Constraints. We model the VM placement problem as a variant of the multi-
commodity flow problem [4]. A flow assignment specifies the amount of traffic
flow on every edge for every source-destination demand. We say that a flow
assignment on G satisfies a set of demands if the following three standard con-
straints holds for the flow assignment: edge capacity, flow conservation and de-
mand satisfaction. (Please see [14] for the detailed constraints.)

In addition, we consider another set of constraints that result from the power
requirements: (1) a link can be assigned a non-zero flow only if it is powered
on, and (2) a link can be powered on only if the switches that are the link’s
end nodes are powered on. Thus, the total (network) power required by a flow
assignment is the sum of the power required for powering on all links with non-
zero flow assignment, and the power required for powering on all switches that
are end nodes of some link that has a non-zero flow assignment.

Due to adverse effect of packet reordering on TCP throughput, it is undesir-
able to split a traffic flow of a source-destination demand [11]. Therefore, the
NAVP problem requires that a demand must be satisfied using a network flow
that uses only one path in the network graph (unsplittable flow constraint).

The optimization problem. Given the above-mentioned K demands among
the nodes in M ′, we say that a given VM placement Π is feasible if there is a
flow assignment on G that satisfies the following K demands among the hosts:
the jth demands requires a rate of rj from source host Π(sj) to destination host
Π(dj). Then the Network-Aware VM Placement (NAVP) problem is stated as
follows: among all possible feasible VM placements, find a placement and an
associated flow assignment that has the minimum total power.

Problem Complexity. The following decision version of the NAVP problem is
NP-complete: given a constant B, does there exist a feasible VM placement and
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an associated flow assignment that has total power less than or equal to B. We
show the NP-completeness by reduction from the bin packing problem [18].

Theorem 1. The decision version of the Network-Aware VM Placement
(NAVP) problem is NP-complete.

Please see [14] for the proof.

4 Heuristic Design

We now present a greedy heuristic for the NAVP problem. The algorithm con-
siders the demands one by one, and for each demand, the algorithm greedily
chooses a VM placement and a flow assignment (on a path) that needs mini-
mum increase in the total power of the network. We now describe the algorithm
in more details. (The pseudocode is presented in Figure 2.)

Primary variables. The algorithm maintains four primary variables: Won and
Eon which are the set of switches and edges that have been already powered on,
respectively, the set Hfree of hosts that have not yet been occupied by a VM,
and a function RC that gives the residual or free capacity of the edges. For each
VM v, we assume that initially the placement Π(v) is set to ⊥.

In each iteration of the main loop (in function VMFlow), the algorithm selects
a demand in the descending order of the demand rates, and tries to find a feasible
VM placement. If a feasible VM placement is found, then the primary variables
are updated accordingly; otherwise, the demand is skipped.

Residual graph. To find a feasible VM placement for a demand (sj , dj , rj),
the algorithm construct a residual graph Gres. The residual graph contains all
switches, and all hosts where VMs sj and dj can be possibly placed (sets Φ(sj)
and Φ(dj), respectively). Gres also contains every edge among these nodes that
have at least rj residual capacity. Therefore, in Gres, any path between two hosts
has enough capacity to route the demand.

The algorithm next focuses on finding VM placements for sj and dj such that
there is path between the VMs that requires minimum additional power. To that
end, the nodes and edges in the residual graph are assigned weights equal to the
amount of additional power required to power them on. Thus, the weight of a
switch v is set to 0 if it already powered on, and set to P (v), otherwise. Edges
are assigned weights in a similar manner. However, the weights of the hosts are
set to ∞ so that they cannot be used as an intermediate node in a routing path.
Next, the weight of a path in the residual graph (pathWt) is defined as the sum
of the weights of all intermediate edges and nodes on the path (and excludes the
weights of the end nodes of the path).

VM placement. In the residual graph Gres, the algorithm considers all possible
pairs of hosts for placing sj and dj (where the first element in the pair is from
Φ(sj) and the second element is from Φ(dj)). Among all such pairs of hosts, the
algorithm selects a pair of hosts that has a minimum weight path. (A minimum
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1: Input: described in input part of Section 3

2: function Initialization
3: Won ← ∅; Eon ← ∅ {set of switches and edges currently powered on}
4: Hfree ← H {set of hosts currently not occupied by a VM}
5: ∀e ∈ E, RC(e) ← C(e) {current residual capacity of edge e}
6: function VMFlow
7: select a demand (sj , dj, rj) from the set of demands in the descending order of their rates

8: if Π(sj) = ⊥ then Φ(sj) ← Hfree else Φ(sj) ← {Π(sj)}
9: if Π(dj) = ⊥ then Φ(dj) ← Hfree else Φ(dj) ← {Π(dj)}
10: Vres ← W ∪ Φ(sj) ∪ Φ(dj) {residual nodes}
11: Eres ← {(u, v) ∈ E : (RC(e) ≥ rj) ∧ (u, v ∈ Vres)} {residual edges}
12: Gres ← (Vres, Eres) {residual graph}
13: ∀v ∈ W , if v ∈ Won then WTres(v) ← 0 else WTres(v) ← P (v) {switch wt. in Gres}
14: ∀v ∈ Φ(sj) ∪ Φ(dj), WTres(v) ← ∞ {host wt. in Gres}
15: ∀e ∈ Eres, if e ∈ Eon then WTres(e) ← 0 else WTres(e) ← P (e) {edge wt. in Gres}
16: minWt ← Min{pathWt(Gres , u, v) : (u ∈ Φ(sj))∧ (v ∈ Φ(dj))∧ (u �= v)} {see Sec. 4}
17: if (minWt < ∞) then {found a routing for this demand}
18: (Π(sj), Π(dj)) ← any (u, v) s.t. (u ∈ Φ(sj)) ∧ (v ∈ Φ(dj)) ∧ (u �= v) ∧

(pathWt(Gres, u, v) = minWt)
19: assign the minimum weight path P from Π(sj ) to Π(dj) to the flow for (sj , dj, rj)

20: for all switches v on path P , Won ← Won ∪ {v}
21: for all edges e on path P , Eon ← Eon ∪ {e}; RC(e) ← RC(e) − rj

22: Hfree ← Hfree \ {Π(sj), Π(dj)}
23: else
24: skip demand (sj , dj , rj) {cannot find a VM placement for this demand}

Fig. 2. A greedy algorithm for NAVP

weight path between the hosts is found using a variant of Dijkstra’s shortest path
algorithm whose description is omitted here due to lack of space.) The source
and the destination VMs for the demand (sj and dj) are placed at the selected
hosts, and the flow assignment is done along a minimum weight path. Note
that, sometimes Gres may be disconnected and each hosts may lie in a distinct
component of Gres. (For instance, this scenario can occur when the residual edge
capacities are such that no path can carry a flow of rate rj .) In this case, there is
no path between any pair of hosts, and the algorithm is unable to find a feasible
VM placement for this demand. Depending on the data center’s service level
objectives, the algorithm can either abort the placement algorithm, or continue
by considering subsequent demands.

It is easy to see that each iteration selects a placement and flow routing that
require minimum increase in network power. Thus, although the heuristic is
sub-optimal, each iteration selects a locally optimal placement and routing.

Lemma 1. In each iteration, for a given traffic demand, the heuristic selects
source and destination VM placements and a flow routing that need minimum
increase in network power.

A practical simplification. We now present a simple observation to reduce
the computation time of our heuristic. We observe that in most conventional
and modern Data Center network architectures, multiple host are placed un-
der a Top-of-the-Rack (ToR) switch. Thus, for a given demand, if a source
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(or destination) VM is placed on a host, then the parent ToR of the host needs
to be turned on (if the ToR is not already on) to route the demand. Therefore,
for VM placement, we first try to place both the source and destination VMs
under the same ToR. If such a placement is possible, then only the common
parent ToR needs to be turned on to route the demand. If no such ToR is avail-
able, then we compute a minimum weight path between all possible pairs of
ToRs (where path weights include the end ToR weights), instead of computing
minimum weight paths between all possible pairs of hosts. This simplification
significantly reduces the computation time because the number of ToRs is much
lower than the number of hosts.

5 Experimental Evaluation

We developed a simulator to evaluate the effectiveness of VMFlow algorithm. It
simulates a network topology with VMs, switches and links as a discrete event
simulation. Each server (also called host) is assumed to host at most one VM (the
case of multiple VMs per host is discussed in Section 6). VMs run applications
that generate network traffic to other VMs, and VMs can migrate from one node
to the other. Switches have predefined power curves − most of the power is static
power (i.e. power used to turn on the switch). At each time step, network traffic
generated by VMs (denoted by an entry in the input traffic matrix) is read and
the corresponding VMs are mapped to hosts as per the algorithm described in
Section 4. The corresponding route between the hosts is also calculated based on
the consumed network power, the network topology and available link capacities.
At each time step of the simulation, we compute the total power consumed by
the switches and the fraction of the total number of network demands that can
be satisfied. A new input traffic matrix (described below), that represents the
network traffic at that time stamp, is used at each time step of the simulation.

Network Topology. The simulator creates a network based on the given topol-
ogy. Our network topology consisted of 3 layers of switches: the top-of-the-rack
(ToR) switches which connect to a layer of aggregate switches which in turn
connect to the core switches. Each ToR has 20 servers connected to it. At most
one virtual machine (VM) can be mapped to a server (the case of multiple VMs
per server is discussed in Section 6). We assume a total of 1000 servers (and
VMs). There are 50 ToR switches, and each server connects to a ToR over a 1
Gbps link. Each ToR connects to two aggregate switches over 1 or 10 Gbps links.
We assume a CLOS topology between the aggregate and core switches similar to
VL2 [7] with 1 or 10 Gbps links as shown in Figure 1. All switches are assumed
to have a static power of 100 watts. This is because current networking devices
are not energy proportional and even completely idle switches (0% utilization)
consume 70-80% of their fully loaded power (100% utilization) [9].

Our simulator has a topology generator component that generates the required
links between servers and ToRs, ToRs and aggregate switches, and aggregate
switches and core switches. It takes in as input the number of servers and the
static power values for each kind of switch. It then generates the number of ToR
switches (assuming 20 servers under 1 ToR) and the number of aggregate and
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core switches using the formulae given in [7] for a CLOS topology. For (d*d)/4
ToRs, the number of aggregate switches are d and the number of core switches are
d/2. For 1000 servers and 50 ToRs, this results in around 15 aggregate switches
and around 8 core switches.

Input Data. To drive the simulator, we needed a traffic matrix (i.e. which VM
sends how much data to which VM). Such fine grained data is typically hard
to obtain from real data centers [5, 10] because of the required server level
instrumentation. We obtained data from a real data center with 17,000 VMs
with aggregate incoming and outgoing network traffic from each VM. The data
had snapshots of aggregate network traffic over 15 minute intervals spread over
a duration of 5 days. To understand the variance in the data, we compared the
discrete time differential (Δ) with the standard deviation (σ) of the data. Data
that satisfied the following condition was considered constant: −σ/2 ≤ Δ ≤
+σ/2. A histogram of percentage of data that was constant for all VMs is given
in Figure 3.

It can be observed that most of the VMs have a very large percentage of data
that is constant and does not show much variance. A very large variance can
be bad for VMFlow, as it will mean too frequent VM migrations, whereas a low
variance means that migration frequency can be kept low.

Our first task was to calculate a traffic matrix out of this aggregate per VM
data. Given the huge data size, we chose data for a single day. Various methods
have been proposed in literature for calculating traffic matrices. We used the
simple gravity model [20] to calculate the traffic matrices for all 17,000 VMs
at each time stamp on the given day. Simple gravity model uses the following
equation to calculate the network traffic from one VM to another: Dij = (Dout

i ∗
Din

j )/(ΣkDin
k ). Here Dout

i is the total outgoing traffic at VM i, and Din
j is the

total incoming traffic at VM j. Although, existing literature [10] points out that
traffic matrices generated by simple gravity model tend to be too dense and those
generated by sparsity maximization algorithms tend to be too sparse than real
data center traffic matrices, simple gravity model is still widely used in literature
to generate traffic matrices for data centers [15].

After generating the traffic matrices for each time stamp for the entire data
center (17,000 VMs), we used the traffic matrices for the first 1000 VMs in order
to reduce the simulation time required. Since gravity model tends to distribute
all the traffic data observed over all the VMs in some proportion, it resulted in
a large number of very low network demands. In order to make these demands
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significant, we used a scale-up factor of 50 for all the data (i.e. each entry in all
the input traffic matrices was multiplied by 50).

Simulation Results. The simulator compares VMFlow approach with the Elas-
ticTree’s greedy bin-packing approach proposed by Heller et. al [9] to save
network power. Recall that the ElasticTree’s bin-packing approach chooses the
leftmost path in a given layer that satisfies the network demand out of all the
possible paths in a deterministic left-to-right order. These paths are then used
to calculate the total network power at that time instance. For placing VMs for
the ElasticTree approach, we followed a strategy that placed the VMs on nodes
that had the same id as their VM id.

We assume that all the network power comprise of power for turning on the
switches, and the power required for turning on each network link (i.e., for ports
on the end switches of the link) is zero. We calculated the total power consumed
by the network and the proportion of network demands that were unsatisfied at
a given time stamp for both VMFlow and ElasticTree approaches. In the first set
of experiments, we simulated an oversubscribed network where the ToR-aggregate
switch links and aggregate-core switch links had 1 Gbps capacity. This resulted in a
10:1 over subscription ratio in the ToR-aggregate switch link layer. The results for
the oversubscribed network are shown in Figure 4(a) and Figure 4(b), respectively.

VMFlow outperforms the ElasticTree approach by a factor of around 15%
and the baseline (i.e., all switches on) by around 20% in terms of network power
at any given time instance. More importantly, one can see the effectiveness of
VMFlow in the percentage of network demands that remain unsatisfied. VMFlow
saves all the network power while satisfying 5-6 times more network demands as
compared to ElasticTree approach.

Since the input data had very little variation over time, we conducted an ex-
periment to compare VMFlow with and without any migration after the first
placement was done using the VMFlow algorithm. In order to simulate no mi-
gration, VMFlow simulator calculated an optimal placement of VMs based on
the first input traffic matrix (representing the traffic for the first time stamp)
and only calculated the route at each subsequent time step. Figure 4(a) and
Figure 4(b) show the performance of VMFlow approach without any migration.
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Fig. 5. Comparison at various scale factors in the simulation

One can note that even with low variance input data, VMFlow with migration
outperforms VMFlow without migration slightly by a margin of 5% in terms
of power. Both the approaches perform roughly the same with respect to per-
centage of unsatisfied network demands. This indicates that migration frequency
has to be properly tuned keeping in mind the variance in network traffic. Each
VM migration has a cost associated with it that depends on the size of VM, its
current load, the nature of its workload and the Service Level Agreement (SLA)
associated with it. We are currently working on a placement framework that will
take into account this cost and the potential benefit a migration can achieve in
terms of network power and network demand satisfaction.

We also compared the effect of using various scale-up factors on the input
network traffic data. In this set of experiments we used a single input traffic
matrix (representing the traffic at the first time stamp) and simulated both
an oversubscribed network (ToR-aggregate and aggregate-core switch links have
1 Gbps capacity) and a network with no over subscription(ToR-aggregate and
aggregate-core switch links have 10 Gbps capacity). The results are shown in
Figure 5(a) and Figure 5(b). VMFlow outperforms the ElasticTree approach
consistently, both in terms of network power reduction as well as percentage un-
satisfied demands in the oversubscribed network (1G). However, in the no over
subscription case (10G) the performance difference between VMFlow and Elas-
ticTree is relatively lower. This is along expected lines, since VMFlow is expected
to outperform mainly in cases where the top network layers are oversubscribed.

6 Handling Server Consolidation

In the earlier sections, we have assumed that at most one VM can be mapped
to a host; i.e., the VM placement mapping Π is one-to-one. It is, however, easy
to modify our algorithm to handle the case when multiple VM are mapped to
a host, i.e., in case of server consolidation. In modern data centers, server con-
solidation is often employed to save both on the capital expenditure (e.g., by
consolidating several VMs onto a small number of powerful hosts), and opera-
tional expenditure (e..g, any unused host can be turned off to save power) [19].
Although the basic idea of server consolidation is simple, deciding which VMs
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are co-located on a host is a complex exercise that depends on various factors
such as fault and performance isolations, and application SLA. Thus, a group
of VMs co-located during server consolidation may not be migrated to different
hosts during network power optimization. Nevertheless, a group of VMs mapped
to a single host can be migrated together to a different host, provided the new
host has enough resources for that group of VMs. We now describe, how our
greedy algorithm can be easily extended to handle server consolidation.

We assume that we have an initial server consolidation phase which maps
zero, one or more VMs to each host. A set of VMs that is mapped to the same
host during server consolidation is called a VMset. We make the following two
assumptions: (1) while placing VMs on the host, the only resource constraint we
need to satisfy is on the compute resource, and (2) a group of VMs consolidated
on a host are not separated (i.e., migrated to different hosts) during the net-
work power optimization phase. Now, our greedy algorithm requires two simple
modifications to handle server consolidation. First, instead of mapping a VM to
a host, the algorithm maps a VMset to a host, and the traffic demand between
two VMsets is the sum of the demands of individual VMs comprising the two
VMsets. Second, in each iteration for placing the source and destination VMset
of a traffic demand, the set of possible hosts (Φ(sj) and Φ(dj)) is defined as the
set of free hosts that have equal or more compute resources than the respective
VMsets. We omit details of these simple modifications from this paper.

We evaluated the performance of VMFlow in presence of server consolidation
using the same simulation framework described in Section 5. Typically server
consolidation is done based on the CPU and memory demands of the VMs and
the individual host CPU and memory capacities. Since we did not have access
to the CPU data for the 1000 VMs that were used in the earlier experiments,
we generated synthetic CPU demands that were normally distributed with a
given mean and standard deviation. We used the methodology given in [12], to
generate mean and standard deviation of the CPU demands. We assumed the
servers to be IBM HS22v blades [2], that go into a Bladecenter H chassis (each
chassis can host 14 blades). We simulated an oversubscribed network where the
server-TOR links, the ToR-aggregate switch links and aggregate-core switch links
had 1 Gbps capacity. We assumed 3 different configurations of HS22v blades and
created a VM packing scheme based on CPU demands using first fit decreasing
(FFD) bin-packing algorithm. Following 3 configurations of HS22v blades (with
increasing CPU capacity) were used in the simulation:

1. 1 Intel Xeon E5503 with 2 cores at 2.0 GHz - assuming a mean of 1.6 GHz
and std. dev of 0.6, 1000 VMs with normally distributed CPU demands
were packed into 612 servers (a packing ratio of 1.63 VMs per server). This
required a network with 44 TORs, 14 Aggregate and 7 Core switches.

2. 1 Intel Xeon X5570 with 4 cores at 2.93 GHz - assuming a mean of 2.34 Ghz
and std. dev of 0.93, 1000 VMs with normally distributed CPU demands
were packed into 265 servers (a packing ratio of 3.76 VMs per server). This
required a network with 19 TORs, 9 Aggregate and 5 Core switches.
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Fig. 6. Comparison at various scale factors and configurations in the server consolida-
tion scenario simulation

3. 2 Intel Xeon X5570 with 4 cores at 2.93 GHz - assuming a mean of 2.34 Ghz
and std. dev of 0.93, 1000 VMs with normally distributed CPU demands
were packed into 119 servers (a packing ratio of 8.39 VMs per server). This
required a network with 9 TORs, 6 Aggregate and 3 Core switches.

The input network traffic matrix was modified such that input and output net-
work demands for VMs that were packed together to create a VMset, were added.
VMsets resulting from the VM packing step were then used by the simulator to
compare VMFlow and Elastic tree at various network traffic scale factors. Re-
sults for network power and percentage unsatisfied demands are shown in Figures
6(a) and 6(b),respectively. VMFlow continues to outperform Elastic tree even
in presence of server consolidation. While the network power savings are consis-
tently in the range of 13-20% at higher scale factors, the gains for percentage
unsatisfied demands decrease (5x at 1.63 packing ratio, 3x at 3.76 packing ratio,
and 2x at 8.39 packing ratio) as more VMs are packed into a single server and
network traffic matrix becomes denser.

7 Future Work

This paper presented VMFlow, a framework for reducing power used by network
elements in data centers. VMFlow uses the flexibility provided by VM placement
and programmable flow-based routing, that are available in modern data centers,
to reduce network power while satisfying a large fraction of the network traffic
demands. We formulated the Network-Aware VM Placement as an optimization
problem, proved that it is NP-Complete, and proposed a greedy heuristic for
the problem. Our technique showed reasonable improvement (15-20%) in net-
work power and significant improvement (5-6 times) in the fraction of satisfied
demands as compared to previous network power optimization techniques.

Each VM migration in a data center has a cost associated with it. Simi-
larly, the benefits that can be achieved by a VM migration in terms of network
power reduction and meeting more network demands, depends on the variance in
network traffic over time. In future, we plan to work on a placement framework
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that takes into account this cost and the potential benefit a migration can achieve
in terms of network power and network demand satisfaction. We also plan to
apply our technique to other network topologies and evaluate its benefits.
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Abstract. Mobile Networks are emerging in the real world in various
scenarios, from networks in public transportation to personal networks in
consumer electronics. The NEMO BS protocol provides constant network
connectivity and reachability for the nodes of these Mobile Networks in
a seamless manner despite their roaming. However, NEMO BS has yet
to show its advantages in real world deployment because it lacks trouble-
free and secure network access for the whole network, and secure data
transmission for the nodes it provides connectivity for. On the other
hand, Access Networks provide connectivity for Mobile Networks, but
currently lack a robust AAA service which would enable network mo-
bility support in a fast, trouble-free, but also secure and authenticated
manner. Our paper describes a collaborative Unified Architecture that
satisfies the requirements of both Mobile Networks and Access Networks,
and our evaluation proves its efficiency and applicability for real world
deployment in today’s Internet infrastructure.

Keywords: Network Mobility, NEMO BS, AAA, RADIUS, Security.

1 Introduction

Mobile IP (both Version 4 [11] and Version 6 [8]) is designed to support the
mobility of individual mobile nodes, such as laptops, netbooks or smartphones
that are roaming from one network to another, maintaining session continuity
for their applications. However, there is a strong requirement nowadays to sup-
port the mobility of an entire group of devices (termed a Mobile Network (MN))
that usually moves as a whole, whereas its individual devices (termed as Mobile
Network Nodes (MNNs)) remain relatively immobile in relation to one another.
For example, networks in public transportation, such as in trains, buses, coaches
and airplanes that offer connectivity to passengers’ devices as they move can
be considered as MNs, whilst the end-devices are MNNs. Another example of a
MN is a PAN in a consumer electronics scenario, where connectivity for all the
different devices a user may carry as he moves, is maintained by a lightweight
personal mobile router. For example, a mountain rescuer may have such a PAN
that could consist of a wireless IP camera, a PDA with a live mapping applica-
tion, IP sensor devices on his body to monitor his health condition and a VoIP
application for communication with fellow rescuers during a rescue mission.
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The NEMO BS protocol [4] is responsible for offering constant connectivity
and seamless session continuity to the MNNs of a MN without them having to be
aware of their mobility, even though the MN might change it point of attachment
from one Access Network (AN) to another. However, for real-world deployment,
in order for the MR to run NEMO BS and support the mobility of the network,
it has to be able to obtain secure and authenticated access from an AN in a fast
and trouble-free manner. In addition, in such wireless mobile scenarios secure
transmission of data is paramount, both in the range of the wireless hotspot the
MR offers, but also as packets travel beyond the MN to the Internet via the AN.
Furthermore, the AN has to have an efficient and scalable AAA infrastructure
in order to authenticate, authorize and account the MN’s connectivity.

Building on our previous work [6], this paper describes a Unified Architecture
(UA) that combines the strengths of Network Mobility and AAA services to
satisfy in a secure manner the requirements of both MNs and ANs. The rest of
the paper is organized as follows. Section 2 discusses the motivation behind our
research and Section 3 gives some background information on its cornerstones.
Section 4 provides the design of our UA and Section 5 evaluates our approach
qualitatively and quantitatively. Finally, Section 6 concludes this body of work
and highlights its benefits.

2 Motivation

In order to describe the motivation behind this work, let us discuss a real-
life example that reveals the current problems and explains the reasoning and
motivation behind our research. Let us consider a scenario where a bus company
decides to offer Internet connectivity to passengers that board its buses every
day. In this scenario, as the bus does its every-day route through town, its MR
is responsible to obtain Internet connectivity from various publically available
AN’s Access Points (APs) being sporadically located around town, and share it
to the passengers’ devices by projecting a wireless hotspot in the bus.

During this real-life scenario, the MN of the bus requires:

1. Seamless mobility and uninterrupted connectivity for all its MNNs, despite
the fact that the MR has to change its IP address whilst roaming from one
AN to another, thus causing the MNNs’ applications sessions to break.

2. Quick, effortless and secure network access to each AN it connects to. The
MR should avoid requiring to be configured with the different type of au-
thentication credentials and protocols each AN it encounters require.

3. Dynamic trust establishment with the AP it roams to, to avoid being con-
nected to available but deceitful APs that would try to sniff its authentication
credentials and hack into the MNNs’ transmitted packets.

4. Avoid revealing its identity to each AN it roams to for privacy purposes.
5. Secure data transmission both locally, in the vicinity of the hotspot it pro-

vides to its MNNS, but also globally, as its MNNs’ data are transmitted from
the MN to the Internet via the AN.
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At the same time, AN providers have their own requirements to satisfy in
order to provide connectivity for MNs. To be specific, ANs require :

1. Financial benefit for setting up and administering wireless networks possible
scattered around a large area, for the MNs to connect to.

2. A robust and well configured service to Authenticate, Authorize and Account
the MNs’ connectivity in a practical and scalable manner. It is unrealistic to
expect that each AN should know in advance each MR requesting network
access on behalf of a MN.

3. Avoid compromising their security policies and disallow unauthorized access
to their networks.

3 Background

This section introduces the cornerstones of this research work; NEMO BS, IPsec,
Radius, TLS based authentication methods and wireless security protocols.

3.1 NEMO BS Protocol

The NEMO BS protocol [4] grants session continuity to the nodes of a MN that
is roaming across different ANs, changing its point of attachment to the Internet.
NEMO BS takes advantage of the large IPv6 address pool that guarantees global
reachability of every MNN and also, manages to keep the mobility of the network
transparent to its MNNs, by removing completely the need for the MNNs to run
any extra protocols themselves to support their mobility.

According to NEMO BS, when a MR moves away from its Home Network
(HN) and finds an AN to connect to, it sends a Binding Update (BU) to its
Home Agent (HA) containing its new topologically correct IPv6 Care-of-Address
(CoA), optionally along with one or more Mobile Network Prefixes (MNPs).
These MNPs represent the networks that the MR serves and advertises to its
MNNs in Router Advertisements, so that each MNN can configure an IPv6 ad-
dress itself and be globally reachable. When the HA receives a valid BU from
a MR, it updates its binding cache for that MR and its MNPs, and then ac-
knowledges it with a Binding Acknowledgment (BA). From this moment a bi-
directional tunnel between the HA and the MR is instantiated and the HA
intercepts packets destined for all the MNPs that the MR has registered, and
forwards them to the MR’s CoA to ensure reception of packets by the MNNs.

3.2 IPsec

IPsec [9] is a protocol suite for establishing secure IP communications between
peers (hosts or gateways) over an insecure network. IPsec uses a combination of
protocols to provide mutual authentication, data confidentiality, data integrity,
non-repudiation and anti-replay protection on a per packet basis without any
regard to the communication path between parties. IPsec mainly uses three
cryptographic protocols; IKE, AH and ESP. IKE is used to exchange crypto-
graphic keys among peers, establish the Security Associations (SA) among them
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for inbound and outbound traffic per peer and negotiate all the cryptographic
algorithms of the secure communication channel that IPsec will operate upon.
AH and ESP are used in two different modes based on the requirements of
the application scenario; transport mode, where protection is provided from the
Transport layer and higher, and tunnel mode, where protection is provided for
the whole packet. Use of IPsec is mandatory in mobility scenarios [2],[4] to avoid
attacks such as man-in-the middle, passive wiretapping or impersonation. Our
UA complies with the aforementioned references and uses ESP in transport mode
to protect control traffic between the MR and the HA in both directions, and
ESP in tunnel mode to protect all the application traffic the MNNs generate.

3.3 RADIUS AAA Protocol

The RADIUS AAA protocol [12] is the most well known and widely deployed
AAA protocol worldwide. Its functionality is built on the generic AAA frame-
work defined in [10] and mainly involves three entities; the supplicant (end-
device), the Network Access Server (NAS) and the AAA server.

The process of performing a AAA service for a wireless device using RADIUS
is as follows. When a device requests network access it uses a Layer 2 protocol
(such as PPP or EAP) to communicate with the NAS and, among other informa-
tion, send to it its authentication credentials. The chosen authentication method
(e.g. EAP-TLS, PEAP etc.) will define the number of packets that should be
exchanged for the authentication of the client, in addition to the type and for-
mat of the authentication credentials (e.g. a hashed password, a certificate etc.).
Since the NAS has no appropriate means to authenticate the supplicant itself, it
will initially collect all the information the supplicant sends, then use its AAA
client implementation to encapsulate it in appropriate AAA packets, and then
encrypt those with a strong key it shares with the AAA server before finally
sending them to the server. When the AAA server receives these packets, it au-
thenticates the supplicant usually with the aid of other resources, such as local
databases or a PKI. If authentication is successful, the RADIUS server tries to
authorize the user by checking its authorization policies which are, usually, ISP
specific. When the AAA server reaches a decision whether the user should be
granted or denied access to the network, it replies using AAA packets to the
NAS, which is then responsible for relaying the reply to the supplicant over
Layer 2 frames. When this phase is completed, the user is granted (or denied)
access with a defined authorization level and the AAA server starts collecting
accounting information for the supplicant’s network usage from the NAS using
specific accounting messages, that update the AAA server at regular intervals.

3.4 TLS Based Authentication Methods

There are more than 40 EAP based authentication methods that can be used
in conjunction with a AAA protocol, which will encapsulate the data found in
EAP frames into appropriate AAA messages and transfer them from the NAS
to the AAA server. However, EAP authentication methods that are based on
a Transport Layer Security Tunnel, such as EAP-TLS, EAP-TTLS, PEAP or
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EAP-FAST and others, appeal more to our research not only because they are
more secure, but also because they bring significant advantages to roaming users.
During Phase 1 of such an authentication method, the AAA server is authenti-
cated to the supplicant, and then a secure TLS tunnel is created between them,
which is then used from the client to submit its own authentication credentials.
This process allows the supplicant to maintain its privacy as it does not dis-
close its authentication credentials to an intermediate AP or AN, but ensures
that these are only transmitted to the AAA server over the tunnel they have
established. Of particular importance for our research are EAP-TLS [13] and
EAP-TTLS [5]. During Phase 2, where the AAA server authenticates the client,
EAP-TLS uses a client’s certificate, whereas EAP-TTLS uses a password in a
hashed format, usually dictated by another authentication mechanism such as
CHAP. One important advantage that EAP-TLS and EAP-TTLS offer to roam-
ing users, is the ability to skip Phase 2 of the authentication process if the
user has been authenticated with the AAA server before. This feature is called
Session Resumption (SR) and when enabled, allows the AAA server to keep a
unique cache entry for a client that gets successfully authenticated once. There-
fore, when the client roams to another AP requesting the same authentication
procedure to occur, after completion of Phase 1, the AAA server realizes that it
has a cached entry for it from its previous authentication, and thus skips Phase
2, even in scenarios where the client has not been connected to that AP before.

3.5 Wireless Security

The need for securing wireless communication is much higher for publicly avail-
able APs. The WiFi Alliance has designed WPA and WPA2 protocols to secure
wireless networks by offering packet encryption, message integrity, protection
against replay attacks and authorized network access with the use of cryp-
tographic algorithms. WPA and WPA2 protocols support two authentication
modes; Personal mode and Enterprise mode. When Personal mode is used, wire-
less clients can connect to an AP using a preshared key (PSK), whereas when
Enterprise mode is used authentication is performed with the aid of a AAA back-
end server. One of the big advantages of the Enterprise mode of WPA2, is that
after successful authentication, the wireless client and the AAA server are the
only owners of a Master Key, which they then use to derive a Pairwise Master
Key (PMK). The PMK is then sent from the AAA server to the AP in a secure
AAA message, and is being used as a symmetric key, bound to the session of the
AP and the client. With the knowledge of the PMK, a subsequent 4-way hand-
shake is performed between the AP and the wireless node, that derives, binds and
verifies additional operational keys that are used in the future communication
of the node with the AP. This significant feature of WPA2 in Enterprise mode
means that session keys are being securely derived and negotiated in a way that
security is enhanced and preconfiguration is avoided. One additional advantage
that the aforementioned key derivation procedure brings to mobile users, is that
when a roaming node connects to a WPA2 AP, it firstly checks if it has a collec-
tion of keys, called PMK Security Association (PMKSA), that can be used with
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this AP. If this information has been cached from a previous association, then
there is no need for a full authentication procedure with a AAA server, but only
the 4-way handshake has to be performed locally between the AP and wireless
client. PMKSA caching significantly speeds up the authentication procedure of
the roaming client without compromising the security of the network.

4 Design

We devised a Unified Architecture (UA) with the goal of bridging the gap be-
tween Network Mobility and AAA services in a secure manner and satisfying
the requirements of all the parties involved. Fig 1 illustrates our design where
we overlay the AAA model in its extended form for roaming scenarios [10] over
NEMO BS’s architecture and integrate these services in a unified way. Accord-
ing to our design, the MN’s HN now consists of a HA and a AAA Home Server
(AAAHS) that are responsible for providing the Mobility and AAA services for
the MN respectively, whilst it is away from its HN. Conceptually, in our bus
scenario the HN could be represented by servers located at the IT department of
the company or provided by an ISP offering these services. The AN depicted in
Fig. 1 represents any network that can provide Internet connectivity via wireless
hotspots in the area the MN roams. The AN (also known as Foreign Network)
consists of its own AAA Foreign Server (AAAFS) and many APs that act as
NASs and are able to exchange packets with its AAAFS. Conceptually the AN
could be a wireless ISP’s town network or a municipal network, offering publicly
available WiFi connectivity to MNs.

It is important to emphasize that our UA does neither augment nor alter
the design of the AN itself, making it ready to be used in the current Internet
infrastructure. What our UA requires though, is that the AN has a Service
Level Agreement (SLA) with the HN of a MN, through which, the AAAFS
has the ability to relay the authentication process to the MN’s AAAHS. The
AAAHS has evidently more appropriate information to authenticat the MR, and
permit it to offer connectivity to its MNNs. This collaborative design provides
important benefits to all parties involved, as the AN does not require to know
the MR in advance, neither has to have any preconfigured information about
it or its MNNs. In addition, if a TLS based authentication method is being
used the MR avoids revealing its identity and credentials to the AN itself, as
its authentication data are forwarded securely to its HN over a tunnel, after

Fig. 1. The devised Unified Architecture
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the initial authentication of the AAAHS to the MR (as described in Subsection
3.4). If the authentication procedure of the MR is successful, this means that
the AAAFS has a secure partnership with the AAAHS dictated by the SLA
and confirmed from the knowledge of the shared secret they use to secure the
AAA packets they exchange, thus, the MR can trust the AN’s AP. ANs have
financial incentives to get SLAs with HNs because these would allow them to
serve MNs and in turn bill their HNs appropriately for the provided service. HNs
are also interested in getting SLAs with as many ANs as possible, because the
latter will serve their MNs when they are away from ”home”, inducing financial
benefits to both network providers and bigger connectivity coverage for the end
users. Our UA does not oblige the establishment of SLAs between all small-scale
networks, on the contrary, it can easily facilitate a hierarchical model where
only big ISPs have SLAs between each other and through them accommodate
the smaller networks they provide connectivity for. This model is simply fitted
into our UA by introducing a chain of intermediate AAA servers of the involved
ISPs in the path between the AAAFS of the AN and the AAAHS of the HN.
According to this model, each AAAFS will play the role of the proxy AAA server
and forward packets to the next AAA server in the chain until data reaches an
ISP that has a partnership with the MN’s HN and is able to finally route these
packets to the MN’s AAAHS, leading to a model that scales for the real world.

Following the principle of NEMO BS, where the MR is responsible to provide
the mobility service for all its MNNs without them having to run any mobility
protocols themselves, our UA dictates that the MR should carry out the AAA
service on behalf of the whole network as well in a similar fashion. Therefore,
when the MR connects to an AN it is responsible to authenticate itself and the
entire network to its AAAHS, and include the MNP of the network it is serving in
its BU. This important process ensures that only MNNs of a certain IPv6 address
pool are authenticated and authorized for Internet connectivity. However, since
the MR is carrying the authentication procedure on behalf of the whole network,
it should also perform local authentication of the MNNs connected to it, using
for example WPA2/PSK or WPA2/EAP-TLS. In our bus scenario this can easily
be facilitated if, for example, regular commuters subscribe to the Internet-on-
the-bus service and obtain a username and password to authenticate to the bus’
MR, or if non-regular commuters could get a WPA2/PSK scratch card when
they purchase their ticket. The two distinct authentication procedures that our
UA defines (MNNs authenticated to the MR and the MR authenticated to its
AAAHS) provide important advantages in roaming scenarios. Although the MR
might be changing its point of attachment from one AN to another roaming, the
MNNs will experience only a slight connectivity disruption whilst the roaming
take place, but none of them would have to reauthenticate after this roaming.
In addition, the MNNs could join or leave the MN whenever they want, without
having to ”inform” a distant server about it, reducing significantly the number of
packets that have to travel from the MN to the Internet (and vice versa) saving
bandwidth and minimizing processing delays.
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Let us now consider the phases a MR has to go through to provide Mobility,
Security and AAA for all its locally authenticated MNNs, from the time it starts
roaming to a new AN until it obtains full Internet connectivity. According to
our design, in order for the MR to become fully operational it has to perform
its Layer 2 handover, its AAA communication as required by RADIUS and
the chosen TLS based authentication method, its mobility tasks as required by
NEMO BS and its security related configuration, as required by the local AP it
connects to and the use of IPsec for the traffic generated by or destined to its
MNNs. These occur sequentially in the following three distinct phases :

• Phase 1 - Layer 2 Association: The MR performs the Layer 2 association
with the AP of the AN it roams to.

• Phase 2 - Layer 2 & 3 AAA Communication and WiFi Security
Configuration: During this phase the MR will request network access to the
AN and will perform the AAA authentication with its HN using the RADIUS
protocol (described in Subsection 3.3). Since the MR does not have an IP ad-
dress yet, its communication with the AP occurs using EAP frames that carry
all the required information using Layer 2 (MAC) addresses. The AAA client
implementation of the AP, encapsulates the data from the EAP frames to IP
AAA packets and sends them to its AAAFS. However, since we are using a TLS
based EAP authentication method in our UA, the initial packets that are sent
from the MN should eventually reach its AAAHS server in order to establish a
TLS tunnel. In order to accomplish this, in these initial packets the MR presents
its ”identity” to the AP, essentially revealing only its domain name in the form
of ”anonymous@homenetwork.com” by complying to the standardized Network
Access Identifier (NAI) (defined in [1]), and thus enabling the local AAAFS to
identify where it should forward all the AAA packets to. When the AAAFS
relays the initial authentication data to the MN’s AAAHS, the latter forms a
tunnel with the MR and carries out the full authentication process by exchanging
packets back and forth according to the chosen authentication method. When
the authentication process finishes, the AAAHS replies to the AAAFS of the AN,
and then the later according to the authentication reply either grants network
access to the MN or denies it. Authorization usually occurs after authentication
and is related to the actual policies the AN and HN have in place for roaming
networks. When authentication and authorization finish, and if the MN has been
granted access, the MN derives secure session keys for its communication with
the AP as described in Subsection 3.5, and the AAAFS starts the accounting
procedure for the MN and updates the AAAHS with billing records.

• Phase 3 - Layer 3 Mobility & IPsec configuration: If the MR suc-
cesfully finishes Phase 2 and is granted access, it obtains a topologically correct
IPv6 address either by contacting a DHCPv6 server or using IPv6 autoconfigu-
ration. When the MR has an IPv6 address, its first task is to perform its mobility
binding with its HA and at the same time to configure its security associations
and apply its IPsec policies. According to [4] and [2], at this moment, the MR
ensures that its control traffic to and from its HA will be secured by ESP in
transport mode and all the subsequent traffic to and from its MNNs will be
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secured by ESP in tunnel mode. Therefore, to successfully finish Phase 3 the
MR sends its secured BU with its MNPs to the HA and waits for the matching
BA that denotes a successful binding and a fully operational MN.

5 Evaluation

This section describes a qualitative and quantitative evaluation of our UA.

5.1 Qualitative

Our UA brings significant benefits to both the roaming MN and the AN that
serves it. Section 2 discussed the motivation behind our research. Here we revisit
the presented motivation and detail it in requirements that are satisfied with our
approach. Our UA satisfies the following requirements of the MN :
1. Secure, unobtrusive and trouble-free network access :

a) The MR does not need to be configured with different types of credentials
each visiting AN requires, since the actual AAA procedure is performed with
the MN’s AAAHS and this configuration is known to the MR in advance.
b) The MR does not reveal its identity to each AN it is visiting, thus keeping
its privacy whilst roaming.
c) The MR is able to establish trust dynamically with the AN it roams to,
by relaying this task to its HN during its authentication. If its AAAHS does
not trust the AAAFS when the latter forwards packets to the former, the
AAA process fails and thus the MR should not trust the AN’s AP.

2. Secure transmission of data locally, in the range of the AP using WPA/
WPA2, and globally, as data leave the AN and travel to the Internet using
IPsec.

3. Constant and reliable connectivity is provided with the use of NEMO BS,
which in conjunction with the trouble-free network access that is provided
using the AAA service, leads to seamless and quick roaming for the MN.

Our UA satisfies the following requirements of the AN:
1. Authentication of the MR without requiring to have information about it in

advance. The AN relays the authentication procedure to the MN’s HN that
has more appropriate information to authenticate the MR.

2. Authorization of the MR according to its local policies.
3. Accounting of the MR for its MNNs’ network use in order to bill its HN for

the provided service appropriately.
4. All the previous transactions are performed without compromising the se-

curity policies of the AN and by bringing financial benefits to it.

5.2 Quantitative

In order to evaluate the true applicability and efficiency of our approach, we
carried out a series of performance Tests on our experimental testbed. In this
Section we describe the hardware and software setup of our testbed, the tests
that we carried out and finally, we analyze and discuss the results observed.
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Hardware and Software Testbed Setup : To evaluate the capabilities and
performance of our UA we configured the testbed illustrated in Fig. 2. Our
testbed consists of three Access Networks (AN1, AN2 and AN3), a MN, and
the HN the MN originates from. All PCs on our testbed have a P4 2.8GHz
CPU, 2GB RAM and a 80 GB hard drive and run Ubuntu 10.04 LTS. Each
AN consists of two PCs, one of them acting as an AP by projecting a 802.11g
wireless hotspot using the ath5k driver and the hostapd deamon (version 0.7.3),
and the other acting as the AN’s AAAFS. The AP in AN1 is being configured in
WPA1-Enterprise mode, whereas the APs in AN2 and AN3 are being configured
in WPA2-Enterprise mode, allowing us to experiment with different wireless AP
configurations. The HN consists also two PCs, one of them acting as a HA by
running the NEMO BS protocol stack from [7] in HA configuration, and the other
acting as a AAAHS. All the AAA Servers on our testbed run the FreeRadius
AAA Server (version 2.1.10) and have a certificate which we issued by creating
a Certificate Authority. Furthermore, each AAAFS has a shared secret with
the AAAHS in order to communicate with it securely. All the equipment on
our testbed is IPv6 enabled. AN1 and AN2 are connected with the HN over
Ethernet using native IPv6 addresses, whereas AN3 is connected to the HN
over the Internet using an IPv6 Tunneling service from HE Tunnel Broker [3].
This IPv6 tunneling approach introduces approximately a 315 ms delay (630ms
roundtrip) and routes all the packets from AN3 to HN and vice versa via the
Internet, using global IPv6 addresses. This technique ensures that our tests are
being carried out not only on a local basis, but also over a long distance route over
the Internet that presents real-time traffic characteristics in the communication.
The MR used in our tests runs the NEMO BS stack from [7] being configured
in MR mode, with the appropriate MNPs and IPsec configuration that matches
the one at its HA. Finally, the MR runs WPA supplicant (version 0.7.3) to allow
it to connect to the ANs’ APs, and also runs the hostapd deamon to create a
wireless hotspot for three MNNs (two laptops and an HTC Touch 2 PDA) and
use its internal RADIUS functionality to authenticate the MNNs.

Testing Sets : The aforementioned testbed setup allows testing to take place
via APs that have different configuration and over different routes, mimicking
how communication would take place in an actual deployment scenario where
MNNs are connected to a MR, and the MR roams from one AN to another.
Following the design of our UA, we perform two separate Testing Regimes, one
to test the performance of local authentication of the MNNs to the MR, and
another one to evaluate the roaming of the MR from one AN to another. We
repeat each Test of each Testing Regime 50 times, with the focus on how quickly
the MNNs or the MR become fully operational using different authentication
methods and configuration over our UA.

In our first Testing Regime we use three different MNNs (two laptops and a
PDA) and record how long it takes them to connect to the MR’s AP (Layer
2 association), to authenticate to it, and finally, to obtain an IPv6 address
and become fully operational (Table 1). The PDA and one laptop are using
WPA2-PSK for authentication, whereas the other laptop is using EAP-TTLS.
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Fig. 2. Experimental Testbed

Our second Testing Regime, includes four different Tests where the MR authen-
ticates to the ANs using EAP-TLS without SR (Test 1, Table 3), EAP-TLS with
SR (Test 2, Table 4), EAP-TTLS without SR (Test 3, Table 5) and EAP-TTLS
with SR (Test 4, Table 4) respectively. Each Test includes six roaming move-
ments (Stages) of the MR from one AP to another which are presented in Fig. 2
in blue arrows, associating the MR with AP1, AP2, AP3, AP2, AP1 and finally
AP3. We decided to perform the aforementioned roaming movements because
they demonstrate realistic scenarios, where a MR might connect repeatedly to
the same AP, or swap from one AP to another repeatedly.

Results : Table 1 details the results from our first Testing Regime where our
three MNNs connected to the MR’s AP, authenticated to it using WPA2-PSK
or WPA2-EAP-TTLS and obtained an IPv6 address from the MNP the MR
advertised. Although the results from this Testing Regime seem very reasonable,
we could note the significant difference on the average time it takes for the
PDA to do its WPA2-PSK authentication (3.690 sec.) compared to the laptop’s
average time (0.05 seconds), which is attributed to the big difference on the
resources the two devices have. All three MNNs remained connected constantly
to the MR and were transmitting packets while we were performing the roaming
Tests of the second Testing Regime that follow.

For our second Testing Regime we performed four different Tests where we
roamed the MR of the MN, and essentially the whole MN from one AP to another
in Six Stages using four different authentication methods and configuration.
Before focusing on the results of the different authentication methods (noted as
Phase 2 on Tables 3, 4, 5 and 6), we could note that Phase 1 results (Layer
2 Association) were similar in all Tests, varying from 0.883 seconds to 1.499
seconds. Similarly, Phase 3 results in all Tests, where the MR configures an IPv6
CoA, performs its binding registration with its HA and applies its IPsec policies
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Table 1. Authenticating MNNs to the MR

WPA2-PSK WPA2-PSK WPA2-EAP-TTLS
PDA LAPTOP LAPTOP

Layer 2 Assoc. (sec.) 2.585 2.300 3.670

Layer 3 Auth. (sec.) 3.690 0.050 0.320

Layer 3 IP (sec.) 3.167 2.390 1.905

Total (sec.) : 9.442 4.740 5.895

Table 2. Local/Global number of Packets for Phase 2

# of Packets TEST 1 TEST 2 TEST 3 TEST 4

Stage 1 7/14 7/16 7/16 7/16

Stage 2 5/14 5/6 5/16 5/6

Stage 3 5/14 5/6 5/16 5/6

Stage 4 4/0 4/0 4/0 4/0

Stage 5 7/14 7/6 7/16 7/6

Stage 6 4/0 4/0 4/0 4/0

for all the traffic the MNNs might send, did not present notable differences,
varying from 1.372 seconds to 2.574 seconds.

Focusing on the results of the different authentication methods and the route
they take place via, we concentrate on Phase 2 of each Test of the second Testing
Regime. During Test 1 of our second Testing Regime, the MR used EAP-TLS
without SR and roamed from one AN to another as presented in Fig. 2. As Table
3 illustrates, in Stage 1 the MR connected to AP1 and carried out its EAP-TLS
authentication in approximately 0.780 seconds, which is remarkably low, since
this phase requires 21 packets to be exchanged in total. As Table 2 presents,
7 out of the 21 packets are transmitted locally between the MR and the AP,
and 14 are transmitted ”globally”, following a 3 hop route from the MR to the
AN’s AP, then to the AAAFS and finally, to the MR’s AAAHS. In Stage 2 of
Test 1, the MR roamed to the WPA2 AP2, and did its EAP-TLS authentication
faster and transmitted two less local packets. Stage 3 consists of the MR being
connected to AP3, where all the Phase 2 packets are routed to the AAAHS
over the IPv6 tunnel to Hong Kong. The tunnel overhead increased Phase 2
timing to an average of 4.549 seconds, almost 10 times more compared to the
previous Stages. This is an expected delay as 14 packets have now to travel over

Table 3. EAP-TLS Results without Session Resumption

���������Phases
Stages

ST.1 ST.2 ST.3 ST.4 ST.5 ST.6

Phase 1 (sec.) 1.208 1.045 1.084 0.959 0.969 1.016

Phase 2 (sec.) 0.780 0.208 4.549 0.014 0.690 0.009

Phase 3 (sec.) 1.630 1.585 2.310 1.833 2.123 2.433

Total (sec.) : 3.618 2.838 7.943 2.806 3.782 3.458
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Table 4. EAP-TLS Results with Session Resumption

���������Phases
Stages

ST.1 ST.2 ST.3 ST.4 ST.5 ST.6

Phase 1 (sec.) 1.110 0.985 0.883 1.068 0.887 1.081

Phase 2 (sec.) 0.345 0.090 1.906 0.038 0.126 0.045

Phase 3 (sec.) 1.770 1.372 1.754 1.686 2.487 2.290

Total (sec.) : 3.225 2.447 4.543 2.792 3.500 3.416

the IPv6 tunnel which adds significant delay. The results from Stage 4, where
MR roams to AP2 where it has been connected before in Stage 2, illustrate the
benefits of PMKSA caching of WPA2, as the MR does not perform a full EAP-
TLS authentication, but just a 4-way handshake. With PMKSA caching Phase
2 of Stage 4 completes in just 0.014 seconds, almost 15 times less compared to
Phase 2 of Stage 2, when the MR connected to AP2 for the first time. Stage
5 is where the MR connects to AP1, where, although it has been connected
to before, as it is a WPA1 AP, it does not support PMKSA caching and thus
records similar timings with Stage 1. Stage 6 further affirms the advantages of
PMKSA caching, as Phase 2 completes only in 0.009 seconds despite the tunnel
setup to Hong Kong, since only the local 4-way handshake is required. Due to
PMKSA caching, 15 packets less are now being exchanged in Stage 6 compared
to Stage 3, which also leads to a reduction of approximately 4.5 seconds of the
total time it takes for Stage 6 to complete.

Test 2 of the second Testing Regime, repeats Test 1 but with the SR feature
enabled at the AAAH Server. During Phase 2 of Stage 2 of this Test, the AAAHS
realized that the MR had performed a successful authentication with it some
seconds ago (during Stage 1) and thus skips the second part of the EAP-TLS
procedure. As Table 2 presents, only 6 packets compared to 14 are now exchanged
in Phase 2, which completes in only 0.090 seconds (Table 4), more than twice
as fast compared to Test 1 when SR was disabled. Further demonstration of the
benefit of SR is illustrated in Stage 3, where again only 6 packets are transmitted
over the tunnel, reducing the time of this Phase to just 1.906 seconds compared
to 4.549 seconds of Test 1. Stages 4 and 6 present similar results with Test 1, as
PMKSA caching takes effect. During Stage 5, SR affirms its advantages again,
with a significant reduction of Phase 2 timing down to 0.126 seconds compared
to 0.690 seconds of Stage 5 of Test 1, since PMKSA caching is not applicable as
AP1 is in WPA configuration. Overall, it has to be noted that the SR feature,
where applicable (Stages 2, 3 and 5) has demonstrated significant advantages
and reduction in Phase 2 timings compared to Test 1 and further improved the
overall timings of the Stages where PMKSA caching was not applicable.

To further evaluate our UA we repeated Tests 1 and 2 using a different au-
thentication method, namely EAP-TTLS, that uses a username/password pair
to authenticate the MR instead of a certificate. As Table 5 shows Phase 2 timings
in this Test, are in similar levels with Test 1 although the number of ”global”
packets now required for EAP-TTLS are now 16, compared to 14 in EAP-TLS
(Table 2). During Stage 3 we observed an expected increase of the timing of
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Table 5. EAP-TTLS Results without Session Resumption

���������Phases
Stages

ST.1 ST.2 ST.3 ST.4 ST.5 ST.6

Phase 1 (sec.) 1.299 1.207 0.932 0.961 1.491 1.090

Phase 2 (sec.) 0.335 0.242 5.124 0.010 0.335 0.015

Phase 3 (sec.) 1.876 2.269 2.574 2.320 1.763 2.340

Total (sec.) : 3.510 3.718 8.630 3.291 3.589 3.445

Table 6. EAP-TTLS Results with Session Resumption

���������Phases
Stages

ST.1 ST.2 ST.3 ST.4 ST.5 ST.6

Phase 1 (sec.) 1.603 2.086 0.977 0.981 0.845 1.090

Phase 2 (sec.) 0.291 0.055 1.888 0.022 0.080 0.032

Phase 3 (sec.) 1.554 1.544 2.660 2.222 2.620 2.220

Total (sec.) : 3.448 3.685 5.525 3.225 3.545 3.342

Phase 2, as now more packets have to travel over the IPv6 Tunnel and thus the
additional delay is reflected in the results. However, once again, Phase 2 timings
of Stage 4 and Stage 6 are remarkably low, thanks to PMKSA caching which pro-
hibits the need for any ”global” packets exchange. Generally, the overall timings
of this Test remain at the same level compared to Test 1, with slight differences
due to the difference of the authentication method being used.

Finally, Test 4 repeats Test 3 with SR being enabled at the AAAHS. All the
overall timings of this Test (Table 6) are decreased compared to those of Test 3
(Table 5), as both Session Resumption and PMKSA caching are triggered where
applicable. In particular, Phase 2 timings for Stages 2, 3 and 5 are remarkably
low (0.055 seconds, 1.888 seconds and 0.080 seconds respectively), because SR
reduces the number of ”global” packets that needed to be exchanged from 16
down to 6 (Table 2). Phase 2 of Stages 4 and 6 of this Test, required only 4
local packets to be exchanged, compared to 21 in total for a full EAP-TTLS
authentication with a WPA2 AP, because again PMKSA caching was enabled
and ensured that only the 4-way handshake was performed.

6 Conclusion

In this paper we presented a UA that combines the strengths of NEMO BS and
AAA services in a secure way and satisfies the requirements of both MNs and
ANs. Our UA enables roaming MNs to experience constant Internet connectiv-
ity with trouble-free but secure network access, and secure transmission of their
data despite their frequent roaming. Using our UA, ANs are able to provide ef-
ficient and secure AAA services in a profitable fashion. Our qualitative evalua-
tion discussed the merits of our approach and how it satisfies the requirements
of all the parties involved. The results from our thorough quantitative evaluation
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with different authentication methods and configuration, demonstrated the per-
formance and applicability of our approach for a real world deployment.
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Abstract. A general-purpose and useful mobility model must be able
to describe complex movement dynamics, correlate movement dynamics
with the nodes geographic position and be sufficiently generic to map
the characteristics of the movement dynamics to general geographic re-
gions. Moreover, it should also be possible to infer the mobility model
parameters from empirical data and predict the location of any node
based on known positions. Having the ability to model movement and
predict future positioning of mobile nodes in complex environments can
be very important to several operational and management tasks. Existing
mobility modeling approaches are based on simple and limited models,
specifically designed for particular application scenarios or requiring the
complete knowledge of the mobility environment. These features make
them unusable in complex scenarios with no (or partial) knowledge of
the environment. This paper presents a discrete time Markov Modulated
Bi-variate Gaussian Process that is able to characterize the position and
mobility of any mobile node, assuming that the position within a generic
sub-region can be described by a bi-variate Gaussian distribution and the
transition between sub-regions can be described by an underlying (homo-
geneous) Markov chain. With this approach, it is possible to describe the
mobile node movement within and between a set of geographic regions
determined by the model itself and, due to the Markovian nature of the
model, it is also possible to capture complex dynamics and calculate the
future probabilistic position of a mobile node. The proposed approach
can be applied to scenarios where the possible pathways are unknown or
too complex to consider in a real model that must make a prediction in a
very short time. The results obtained by applying the proposed model to
real and publicly available data demonstrate the accuracy and utility of
this approach: the model was able to efficiently describe the movement
patterns of mobile nodes and predict their future position. Besides, the
model has also revealed higher performances when compared to other
modeling approaches.

Keywords: mobility modeling, location prediction, Markov model,
modulated bi-variate Gaussian process.
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1 Introduction

Being able to describe the movement and predict future positioning of mobile
nodes in complex environments can be very important to different operational
and management tasks: evaluation of different system design alternatives and
implementation costs, simulation and study of new routing protocols for Mobile
and Delay Tolerant Networks, knowledge of the nodes distribution for perfor-
mance evaluation and message delivery optimization, prediction of the nodes
preferred locations for connectivity issues, etc. Other research topics, like mobile
computing, can also greatly benefit from the ability to track and predict the lo-
cation of mobile devices: an accurate location predictor can significantly improve
the performance or reliability of many applications in pervasive computing.

There are two different strands of the mobile modeling problem: the ability
to describe or track the movement of mobile nodes, which is mainly used for
simulation purposes, and the ability to predict the mobile nodes position, which
can be useful to several management tasks. An efficient mobility model must be
able to describe complex movement dynamics, correlate the movement dynamics
with the nodes position and be sufficiently generic to map movement’s dynamics
characteristics to general geographic regions where the road/path topology is
unknown or imprecise. The parameters of the mobility model should be easily
inferred from real mobility data and the model should provide an almost real-
time prediction of the nodes position.

This paper proposes a discrete time Markov Modulated Bi-variate Gaussian
Process to characterize the position and mobility of any mobile node, assuming
that the position can be described by a bi-variate Gaussian distribution and the
transition between regions can be described by an underlying (homogeneous)
Markov chain. This model is able to describe the mobile node movement within
and between a set of geographic regions determined by the model itself. Due to
the Markov nature of the model, it is possible to determine the future proba-
bilistic position of a mobile node.

The results obtained by applying this model to real mobility data prove that
this approach can accurately predict the future position of mobile nodes pre-
senting, at the same time, higher performance than other prediction models
that were selected for comparison.

The paper is organized as follows: section 2 presents some of the most rele-
vant works related to the proposed model; section 3 presents the mathematical
background on the multidimensional discrete time Markov Modulated Bi-variate
Gaussian Process (dMMBVGP) and the description of the proposed model; sec-
tion 4 presents the algorithmic details of the inference procedure; section 5
presents the results obtained in a proof of concept and a discussion of those
results; finally, section 6 presents the main conclusions.

2 Related Work

Multiple proposals for modeling movement of mobile nodes have already been
published [5]. The proposed models can be mapped into four categories: (i) purely
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random; (ii) with temporal dependency, when the movement of a mobile node
is likely to be affected by its movement history; (iii) with spatial dependency
between subjects, when mobile nodes tend to travel in a correlated manner, and
(iv) with geographical dependency/restriction, when the movement of nodes is
bounded by streets, freeways or obstacles.

In purely random mobility models, mobile nodes move randomly and freely
without restrictions, that is, the destination, speed and direction are all chosen
randomly and independently of other nodes. The Random Waypoint model [4]
and two of its variants, named Random Walk model [5] and Random Direction
model [18], are the most important examples of this type of models. Obviously,
these models fail to represent some mobility characteristics that are likely to exist
in mobile ad hoc networks: the temporal and spatial dependency of velocity and
the geographic restrictions of movement. Since, in general, the velocities of a sin-
gle node at different time slots are ”correlated”, other models were proposed to
capture this temporal dependency behavior: the Gauss-Markov mobility model
[11], where the velocity of a mobile node is assumed to be correlated over time
and modeled as a Gauss-Markov stochastic process and the Smooth Random
Mobility Model [2], where the speed and direction of the node movement is in-
crementally and smoothly changed in order to generate more realistic movement
behaviors. In [7], the authors proposed a time-variant community mobility model
that realistically captures spatial and temporal correlations. Synthetic traces
that match the characteristics of different mobility traces, including wireless
LAN traces, vehicular mobility traces and human encounter traces, were gen-
erated, demonstrating the flexibility of the proposed model. Several Markovian
approaches have also been proposed to address the mobility problem: reference
[8] proposed the Markovian Waypoint model, where mobile nodes move along a
straight line segment from one waypoint to another at a certain speed. In this
approach, waypoints are obtained from a discrete time Markov process having a
subset of IR2 as the state space. Other mobility models, such as [2], are able to
produce more smoothly turning trajectories.

In most real life applications, a node’s movement is subject to the environ-
ment. Therefore, nodes may move in a pseudo-random way on predefined path-
ways in the environment field. Mobility models with geographical restrictions
have been proposed to describe this kind of environments: in the Pathway Mo-
bility Model [22] the node movement is restricted to pathways in a map, while
in the Obstacle Mobility Model [9] the effects of obstacles on node mobility and
radio propagation are taken into account. All these classes of models are unable
to constrain/define the movement dynamics as a function of the mobile node
positioning.

There has also been a significant interest in mobility models specially designed
for partitioned networks, where end-to-end connectivity rarely or never exists.
In [3], authors proposed the Area Graph Based Mobility Model that considers
the inhomogeneity of spatial node distribution by using a directed graph with
areas of different densities; in [6] similar approaches, called Weighted Waypoint
Mobility and Clustered Mobility Models, respectively, were proposed to capture
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node preferences in choosing possible destinations; the Community Based Mo-
bility Model, proposed in [21], was designed to recreate the characteristics of
mobility in sparse networks. All these models exhibit a skewed distribution of
location visits, which could result in forming islands of connectivity at popular
locations and being unable to stabilize. The Heterogeneous Random Walk model,
proposed in [17], is a very parsimonious model where clusters emerge because of
low node speed in popular areas. Musolesi et al. [13] presented a mobility model
that incorporates sociological relationships between mobile nodes, resulting in
a quite complex model. Recently, some studies have been devoted to model the
realistic social dimension of human mobility. A human mobility model based
on heterogeneous centrality and overlapping community structure in social net-
works was proposed in [23], being able to match characteristics observed from
real human motion traces, especially heterogeneous human mobility popularity.
This type of models requires pre-established division of the network geographic
environment and are not able to adapt themselves to unknown generic scenarios.

Several approaches have been proposed to predict the future location of mobile
entities. In [12], authors proposed a method recording a sequence of cell identi-
fiers to predict future location of users in wireless ATM networks, while [1] use
logical information for location prediction. Other approaches use road topology
information to predict user location [19]. In [10], a semi-Markov model is used
to describe the state transitions between stationary behavior and movement in a
WLAN cell, where all model parameters can be obtained from movement moni-
toring. Most of the existing methods are restricted to a specific purpose, leading
to straightforward implementation but limited effectiveness in generic network
management tasks. Designing a robust flexible mobility and location model that
can be used in generic environments is the motivation for this paper.

3 Model and Positioning Prediction

3.1 Markov Modulated Bi-variate Gaussian Processes Model

The proposed discrete time Markov Modulated Bi-variate Gaussian Process
(dMMBVGP) model characterizes position and mobility of a subject based on
the following assumptions: (i) within a restricted generic geographic region the
position may be described by a bi-variate Gaussian distribution, (ii) the geo-
graphical space can be divided in N distinct regions (non-determined a priori)
and (iii) the transition between regions can be described by an underlying (ho-
mogeneous) Markov chain, where each state maps the movement characteristics
of a specific region. The dMMBVGP can then be described as a random pro-
cess (Z) with a bi-variate Gaussian distribution, which determines a position in
a two-dimensional environment, whose parameters are a function of the state
(J) of the modulator Markov chain (Z, J) with N states. More precisely, the
(homogeneous) Markov chain (Z, J) = {(Zk, Jk), k = 0, 1, . . .} with state space
IR2 × U , with U = {1, 2, . . . , N}, is a dMMBVGP if and only if for k = 0, 1, . . .,

P (Zk+1 = z, Jk+1 = n|Jk = m) = pmnΓn(z) (1)
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where pmn represents the probability of a transition from state m to state
n of the underlying Markov chain in time interval [k, k + 1], and Γn(z) =

1
2π|Σn|1/2 e−

1
2 (z−Λn)T Σ−1

n (z−Λn) is the bi-variate Gaussian distribution in region
n centered in Λn and having covariance matrix Σn.

The dMMBVGP may be also regarded as a Markov random walk [14] where
the two-dimensional positions increments (Δ) in each instant k have a distri-
bution given by the difference of two bi-variate Gaussian distributions whose
parameters are a function of the state of the modulator Markov chain

P (Zk+1 =z + Δ, Jk+1 = n|Zk = z, Jk = m) =

= pmn
1

2π |Σn + Σm|1/2
e−

1
2 (Δ−Λn+Λm)T (Σn+Σm)−1(Δ−Λn+Λm)

Whenever (1) holds, we say that (Z, J) is a dMMBVGP with a set of modu-
lating states with size N and parameter matrices P, S, and L. The matrix P is
the transition probability matrix of the modulating Markov chain J ,

P =

⎡
⎢⎢⎣

p11 p12 . . . p1N

p21 p22 . . . p2N

. . . . . . . . . . . .
pN1 pN2 . . . pNN

⎤
⎥⎥⎦ (2)

matrix L defines the centers of each region,

L =
[
Λ1 Λ2 . . . ΛN

]
,Λn =

[
λ

(x)
n

λ
(y)
n

]
(3)

and matrix S contains the covariance (sub-)matrices of each region:

S =
[
Σ1 Σ2 . . . ΣN

]
,Σn =

[
(σ(x)

n )2 ρnσ
(x)
n σ

(y)
n

ρnσ
(x)
n σ

(y)
n (σ(y)

n )2

]
. (4)

Moreover, we denote by Π = [π1, π2, . . . , πN ] the stationary distribution of the
underlying Markov chain.

Specifying z =
[
x y

]T , where x and y represent longitude and latitude,
respectively, and defining the general (not weighted) bi-variate Gaussian distri-
bution within a region n by

Γn(x, y) =
1

2πσ
(x)
n σ

(y)
n

√
1 − ρ2

n

eQn (5)

with Qn = − 1
2(1−ρ2

n)

⎛
⎝ (x−λ

(x)
n )2

(σ(x)
n )2

+ (y−λ
(y)
n )2

(σ(y)
n )2

− 2ρn(x−λ
(x)
n )(y−λ

(x)
n )

σ
(x)
n σ

(y)
n

⎞
⎠, the stationary proba-

bility density map of position (x, y) can be determined by a weighted sum of N
bi-variate Gaussian distributions:

fN(x, y) =
N∑

n=1

πnΓn(x, y) (6)

obtaining a position probability density map.
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3.2 Positioning Prediction

Defining qk = {qk,1, qk,2, . . . , qk,N}, k = 0, 1, . . . , K, where qk,n is the probability
that, at time interval k (within a total of K observations), the mobile node is
in region n (i.e. the probability of the underlying Markov chain of the mobility
model is in state n at time instant k) and based on equation (6) we can define
the predicted position probability map at time instant k as:

f̄k(x, y) =
N∑

n=1

qk,nΓn(x, y) (7)

with
qk = q0Pk (8)

where q0 represents the probability vector of the last known position (x0, y0)
belonging to the different regions, and can be inferred as

q0,n =
πnΓn(x0, y0)

f(x0, y0)
(9)

4 dMMBVGP Inference Procedure

Hereafter, we will refer to the empirical position probability density map as
fe(x, y) and εn−1(x, y) = fe(x, y)−fn(x, y) will represent the difference function
between the empirical and fitted position probability maps with n bi-variate
Gaussian distributions (fn).

The inference procedure can be divided in two steps: (i) inference of matrices
L and S and vector Π by adjusting fe(x, y) by a weighted sum of bi-variate
Gaussian distributions and (ii) inference of matrix P by analyzing the transitions
between the underlying Markov chain inferred in step (i).

The first step of the inference procedure relies on the minimization process
defined by

min |fn(x, y) − fe(x, y)|

where fn(x, y), as defined in (6), is a weighted sum of n bi-variate Gaussian
distributions and n is determined as part of the inference process and does not
need to be defined a priori.

The iterative fitting procedure starts with n = 1, finds the global maximum of
ε0(x, y) = fe(x, y) and defines that point as the center of the first mobility region.
Each mobility region (n) will have associated a bi-variate Gaussian distribution
with parameters λ

(x)
n , λ

(y)
n , σ

(x)
n , σ

(y)
n , ρn and weight πn. The n-th mobility region

center (i.e. the bi-variate Gaussian distribution mean) is determined by:

(λ(x)
n , λ(y)

n ) = ε−1
n−1 (max(εn−1(x, y))) , n ≥ 1. (10)

The inference of the remaining parameters of the bi-variate Gaussian distri-
butions are estimated by analyzing the bi-dimensional local decay behavior of
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fe(x, y) in the vicinity of the local maximum points along an orthogonal plane.
Therefore, based on the bi-variate Gaussian distribution function (5), it is pos-
sible to determine the ratio between the partial derivative of πnΓn(x, y) with
respect to the variable x in the plane defined by y = λ

(y)
n and πnΓn(x, λ

(y)
n ) as

πn∂Γn(x,λ(y)
n )

∂x

πnΓn(x, λ
(y)
n )

= − (x − λ
(x)
n )

(1 − ρ2
n)(σ(x)

n )2
⇔ (σ(x)

n )2 =
γ

(x)
n

1 − ρ2
n

(11)

and the ratio between the partial derivative of πnΓn(x, y) with respect to the
variable y in the plane defined by x = λ

(x)
n and πnΓn(λ(x)

n , y) as

πn∂Γn(λ(x)
n ,y)

∂y

πnΓn(λ(x)
n , y)

= − (y − λ
(y)
n )

(1 − ρ2
n)(σ(y)

n )2
⇔ (σ(y)

n )2 =
γ

(y)
n

1 − ρ2
n

(12)

where

γ(x)
n = − (x − λ

(x)
n )Γn(x, λ

(y)
n )

∂Γn(x,λ
(y)
n )

∂x

and γ(y)
n = − (y − λ

(y)
n )Γn(λ(x)

n , y)
∂Γn(λ

(x)
n ,y)

∂y

. (13)

Based on definitions (5) and (13) it is possible to redefine the n-th weighted
bi-variate Gaussian distribution function

Γn(x, y) = Γn(λ(x)
n , λ(y)

n )eQ′
n (14)

with Γn(λ(x)
n , λ

(y)
n ) = πn

√
1−ρ2

n

2π
√

γ
(x)
n γ

(y)
n

and

Q′
n = − 1

2

(
(x−λ(x)

n )2

γ
(x)
n

+ (y−λ(y)
n )2

γ
(y)
n

− 2ρn(x−λ(x)
n )(y−λ(x)

n )√
γ
(x)
n γ

(y)
n

)
.

¿From equation (14), it is possible to define the n-th bi-variate Gaussian
distribution correlation:

ρn =

√
γ

(x)
n γ

(y)
n

(x − λ
(x)
n )(y − λ

(y)
n )

rn(x, y) (15)

where
rn(x, y) = ln

(
Γn(x,y)

Γn(λ
(x)
n ,λ

(y)
n )

)
+ (x−λ(x)

n )2

2γ
(x)
n

+ (y−λ(y)
n )2

2γ
(y)
n

, and the n-th bi-variate Gaus-

sian distribution weight (i.e. the stationary probability of the underlying Markov
chain n-th state) is given by:

πn =
2πΓn(λ(x)

n , λ
(y)
n )

√
γ

(x)
n γ

(y)
n√

1 − ρ2
n

(16)

It is assumed that within a square region with width 2Δ
(x)
n , height 2Δ

(y)
n and

center at the n-th local maximum of fe(x, y) (equation (10)), the position is
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modeled exclusively by the n-th weighted bi-variate Gaussian distribution, i.e.,
Γn(x, y) ≈ εn−1(x, y), x ∈ [λ(x)

n −Δ(x), λ
(x)
n +Δ(x)]∧y ∈ [λ(y)

n −Δ(y), λ
(y)
n +Δ(y)].

Therefore, it is possible to find estimators for parameters γ
(x)
n and γ

(y)
n based

on the average value of equations (13) calculated in the vicinities of the fe(x, y)
local maximums:

γ̄(x)
n = − 1

2Δ(x)

λ(x)
n +Δ(x)∫

λ
(x)
n −Δ(x)

(x − λ
(x)
n )εn−1(x, λ

(y)
n )

∂εn−1(x,λ
(y)
n )

∂x

dx (17)

and

γ̄(y)
n = − 1

2Δ(y)

λ(y)
n +Δ(y)∫

λ
(y)
n −Δ(y)

(y − λ
(y)
n )εn−1(λ

(x)
n , y)

∂εn−1(λ
(x)
n ,y)

∂y

dy. (18)

The estimator for the n-th bi-variate Gaussian distribution correlation is defined
as the average value of (15) calculated over a square region in the vicinity of the
fe(x, y) local maximums:

ρ̄n =

√
γ̄

(x)
n γ̄

(y)
n

4Δ(x)Δ(y)

λ(x)
n +Δ(x)∫

λ
(x)
n −Δ(x)

λ(y)
n +Δ(y)∫

λ
(y)
n −Δ(y)

r̄n(x, y)

(x − λ
(x)
n )(y − λ

(y)
n )

dydx (19)

where r̄n(x, y) = ln
(

εn−1(x,y)

εn−1(λ
(x)
n ,λ

(y)
n )

)
+ (x−λ(x)

n )2

2γ
(x)
n

+ (y−λ(y)
n )2

2γ
(y)
n

.

The weight of the n-th bi-variate Gaussian distribution can be calculated
using the estimators obtained with equations (17), (18) and (19):

π̄n =
2πεn−1(λ

(x)
n , λ

(y)
n )

√
γ̄

(x)
n γ̄

(y)
n√

1 − ρ̄2
n

(20)

The n-th bi-variate Gaussian distribution variances can be obtained based on
equations (11), (12), (17), (18) and (19):

(σ̄(x)
n )2 =

γ̄
(x)
n

(1 − ρ̄2
n)

and (σ̄(y)
n )2 =

γ̄
(y)
n

(1 − ρ̄2
n)

(21)

The final iteration step is to re-calculate the difference function and update
n = n + 1:

εn(x, y) = εn−1(x, y) − π̄nΓn(x, y). (22)

The iterative process finishes after a predefined number of iterations or when
min |fn(x, y) − fe(x, y)| reaches a predefined fitting error; if that goal is not
achieved, the value n is increased by one and the iterative process continues
recomputing equations (10) to (22). At the end of the iteration process it is
possible to determine the model matrices L and S.
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The final step of the inference procedure is to infer matrix P, i.e. the tran-
sition probabilities between the regions/states defined in the first step. The
task is achieved by probabilistically mapping each known position (xk, yk), k =
0, 1, . . . , K to one region and then average the probabilistic transitions between
states.

The position in time interval k (xk, yk) will be probabilistically mapped to one
of the N regions according to a probability vector qk = {qk,1, qk,2, . . . , qk,N}, k =
0, 1, . . . , K defined by:

qk,n =
πnΓn(xk, yk)

f(xk, yk)
(23)

Since the underlying Markov chain at instant k is in state m with probability
P (Jk = m), it is possible to define a partial estimator for pmn at all k time
instants as (taking equations 1 and 2 into account):

p̄mn,k = P (Jk = m)pmn = P (Jk = m)P (Jk+1 = n|Jk = m) =
= P (Jk = m)P (Jk+1 = n) = qk,mqk+1,n (24)

Therefore, the overall estimator for pmn can then be inferred by averaging over
k the partial estimators defined in (24),

p̄mn =
1

K − 1

K−1∑
k=0

p̄mn,k, m, n = 1, . . . , N (25)

Rewriting (25) in matrix form, it is possible to obtain matrix P:

P =
1

K − 1

K−1∑
k=0

qT
k × qk+1 (26)

5 Results

As proof of concept, we applied the proposed model to mobility data of taxi-
cabs in San Francisco, USA. Data was provided by Exploratorium, the San
Francisco museum of science, art and human perception, through the cabspotting
project (http://cabspotting.org). A pre-processed data set is freely available [16]
and contains GPS coordinates, sampled at approximately 1 per minute, of 500
taxis collected over 30 days of May 2008 in the San Francisco Bay Area. Fig. 1
depicts a sample trajectory of one taxi in the San Francisco Bay area. In this
paper, in order to infer and test the proposed model we have only considered the
movements within a rectangular region in the San Francisco downtown, which
is depicted in Fig. 1 within the white rectangle, with longitude limits between
-122.447o and -122.388o and latitude limits between 37.77o and 37.81o. The data
subset was randomly divided in two sub-sets (of 250 cars each), one to infer the
model parameters and the other to test the model.
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Fig. 1. San Francisco map with one sample taxi movement (base map source:
GoogleMaps)

Applying the proposed mobility model to the test data sub-set, a model with
64 states (sub-regions) was obtained. The model inference time interval was
less than 30 minutes with an octave/Matlab implementation in a generic PC.
Fig. 2 shows the position probability distribution map for a taxi in San Fran-
cisco downtown and Fig. 3 shows the stationary position probability distribution
map of the dMMBVGP inferred model. It is possible to observe that the dMM-
BVGP model was able to incorporate and model the complexity of the cars
movement/location in San Francisco Downtown. With a more detailed analysis,
it is possible to observe that the inference algorithm centered the sub-regions in
the more visited/crowded San Francisco’s landmarks.

In order to evaluate the location prediction performance of the model, we
used the test sub-set to predict the node future position based on a known
position, using different time-lags (1 to 20 timeslots, approximately 1 to 20 min-
utes). The performance metric was the (average) distance (in meters) between
the predicted and real future node position. After inferring the model param-
eters, position prediction using the dMMBVGP, equation (7), is performed in
hundreds of microseconds (average value ∼ 921μs), using also an octave/Matlab
implementation in a generic PC. Note that the prediction time interval depends
on the number of future time slots for which the prediction is made.

As a complementary evaluation of the proposed model performance, we also
evaluate other four mobility and location prediction models in the same scenario:

– Complete random model, where node location follows a uniform distribution
over the complete geographic region under study.

– Grid random model, where node location is probabilistically determined in
two phases; firstly, the location sub-region is determined according to the em-
pirical location distribution map inferred over a uniform grid and, secondly,



Markov Modulated Bi-variate Gaussian Processes for Mobility Modeling 237

-122.447

-122.435

-122.423

-122.411

-122.399
-122.389

longitude

37.770

37.778

37.786

37.794

37.803
37.809

latitude

pr
ob

ab
ili

ty

Fig. 2. Real position probability map, San Francisco downtown only
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Fig. 3. Fitted dMMBVGP position probability map, San Francisco downtown only

the exact position within the chosen sub-region is determined according to
a uniform distribution.

– Random walk model [5] with reflection at the region borders [15], where the
node direction of movement is uniformly distributed in [0, 2π] and the speed
has a Gaussian distribution with mean and standard deviation inferred from
empirical data.

– Markov grid model, which is a sub-region based Markov family model [20]
where location is determined by an underlying Markov chain that determines
the transition between sub-regions. We choose to define the sub-regions as an
uniform grid. Within a sub-region, node location has an uniform distribution.

The complete random model has no geographic dependency and has no infor-
mation of the node movement history. The model location prediction does not
depend on the current node position. This model is used as the worst case
reference value. The grid random model prediction does not depend also on
the current node position, however it incorporates some geographic dependency
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Fig. 4. Models relative location prediction performance

inferred from empirical historic data. A 8x8 grid (64 equal sub-regions) was used
to infer the empirical location distribution map. The random walk model has
no geographic dependency but the prediction process utilizes the current node
position and extrapolates the future position based on a known constant speed
and direction. The model speed was modeled by a Gaussian distribution with
mean 302.1m/minute (≈ 18.1Km/h or ≈ 11.2mph) and standard deviation of
346.7m/minute. For the inference of the Markov grid model, a 8x8 grid (64 equal
sub-regions) was used in order to obtain a model with the same level of com-
plexity as the dMMBVGP. Note that the Markov grid model differs from the
dMMBGP model in the way regions are defined and position is modeled within
each region; the time dependability (based on an underlying Markov chain) is
modeled and inferred in a similar way in both models.

Figure 4 depicts the models prediction performance. It is possible to observe
that the dMMBGP outperforms all the other models and it is possible to obtain
relatively small prediction errors, in a region so large and complex as the one
under study, even in long range predictions (20 timeslots ∼ 20 minutes). As
expected, the worst performing models are the ones that do not receive any
real-time input at the time of the prediction, and therefore the prediction error
is independent of the time-lag. The random walk model is able to surpass the
others in very short time-lag predictions (≤ 2 minutes); however the model
is not able to capture the complex dynamics of the taxis movements and the
prediction error greatly increases when the prediction range is larger than 1 slot
and rapidly approximates the error of a completely random location choice. The
Markov grid model, due to its nature, is able to capture the complexity and
dynamism of the movements; however, the definition of generic regions restricts
the model performance. Therefore, the dMMBVGP model is able to model the
complexity of the movements due to its Markovian nature, while its adaptable
definition of sub-regions allows it to maintain the model complexity at low levels
and achieve very good location prediction results.
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6 Conclusions

Being able to model movement and predict future positioning of mobile nodes
in complex environments can be very important to several operational and man-
agement tasks, like evaluation of different system design alternatives, simulation
and study of new routing protocols, message delivery and nodes connectivity
optimization or mobile computing. Since existing mobility modeling approaches
are based on simple and limited models that were specifically designed for par-
ticular application scenarios or require the complete knowledge of the mobility
environment, this paper presented a discrete time Markov Modulated Bi-variate
Gaussian Process that is able to characterize the position and mobility of any
mobile node by assuming that the position within a generic sub-region can be
described by a bi-variate Gaussian distribution and the transition between sub-
regions can be described by an underlying (homogeneous) Markov chain. This
approach can be applied to scenarios where the possible pathways are unknown
or too complex to consider in a real model that must make a prediction in a
very short time. The results obtained by applying the proposed model to real
and publicly available mobility data of San Francisco taxi-cabs demonstrate the
accuracy and utility of this approach: the model was able to efficiently describe
the movement patterns of the mobile nodes and predict their future position.
Besides, the model has also revealed higher performances when compared to
other modeling approaches.
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Abstract. Hello protocol is the basic technique for neighborhood dis-
covery in wireless ad hoc networks. It requires nodes to claim their exis-
tence/aliveness by periodic ‘hello’ messages. Central to a hello protocol is
the determination of ‘hello’ message transmission rate. No fixed optimal
rate exists in the presence of node mobility. The rate should in fact adapt
to it, high for high mobility and low for low mobility. In this paper, we
propose a novel mobility prediction based hello protocol, named ARH
(Autoregressive Hello protocol). Each node predicts its own position by
an ever-updated autoregression-based mobility model, and neighboring
nodes predict its position by the same model. The node transmits ‘hello’
message (for location update) only when the predicted location is too
different from the true location (causing topology distortion), triggering
mobility model correction on both itself and each of its neighbors. ARH
evolves along with network dynamics, and seamlessly tunes itself to the
optimal configuration on the fly using local knowledge only. Through
simulation, we demonstrate the effectiveness and efficiency of ARH, in
comparison with the only competitive protocol TAP (Turnover based
Adaptive hello Protocol) [9]. With a small model order, ARH achieves
the same high neighborhood discovery performance as TAP, with dra-
matically reduced message overhead (about 50% lower ‘hello’ rate).

Keywords: Neighborhood Discovery, Hello Protocol, MANET.

1 Introduction

In mobile ad hoc networks (MANET), a fundamental issue for many network op-
erations is neighborhood discovery, where each node finds out which other nodes
are within its communication range (i.e., neighboring it). Having up-to-date
neighborhood knowledge, a node is able to make proper networking decisions.
The basic technique for neighborhood discovery is hello protocol. The first hello
protocol was described in the Open Shortest Path First (OSPF) routing algo-
rithm [13] for IP networks. In OSPF, nodes exchange ‘hello’ message carrying
required information periodically at fixed frequency. When node a receives ‘hello’
message from node b, it creates an entry for b, or update the existing entry of
b, in its neighbor table depending on whether or not b is a new neighbor. If a
does not receive ‘hello’ message from b for a predefined amount of time, it will
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consider b has left its neighborhood and remove b’s entry from the table. The
protocol enables nodes to maintain neighborhood information in the presence of
node mobility and dynamic node addition and removal.

1.1 Motivation

The usefulness of a hello protocol highly depends on the transmission rate of
‘hello’ message [3]. It is not a trivial task to choose proper rate. If the rate is
too high with respect to node mobility, precious communication bandwidth and
energy will be wasted for unnecessarily frequent transmissions. On the other
hand, if it is too low, neighbor tables will quickly become out-of-date, leading
to failure in other network operations and thus bandwidth waste and energy
loss in those other operations. An optimal hello protocol maintains accurate
neighborhood information at minimal ‘hello’ transmission rate. Unfortunately,
no constant rate can always remain optimal in dynamic MANET. The rate
should evolve together with the network along time for the best performance.

In literature, a majority of MANET protocols adopt hello protocol in one
form or another as a building block. But the impact of hello protocol on the net-
work performance has not been studied until recently in [11, 14]. Existing hello
protocols all have noticeable limitations and weaknesses. They are inferior for
possible applications, compared to the protocol proposed in this paper, for a va-
riety of reasons, e.g., assumption of static networks, use of fixed ‘hello’ frequency,
requirement of extra input parameters. A survey of these previous work will be
presented later, in Sec. 2. The importance of the topic and the incompleteness
and insufficiency of relevant research motivate our work presented here.

1.2 Contributions

We address the problem of neighborhood discovery in MANET by proposing
a novel mobility prediction based hello protocol, named ARH (Autoregressive
Hello protocol). This protocol adaptively adjusts ‘hello’ message rate to the
optimal value according to time-varying node mobility. The idea is to let each
node constantly estimate its neighbors’ position using past location reports and
transmit ‘hello’ message (reporting its current position) when its own location
estimated by a neighbor is not accurate enough. For ease of presentation, terms
‘predict’ and ‘estimate’ are used interchangeably in the sequel.

More specifically, each node n samples its position at regular intervals and con-
siders the position samples as a time series of data. From this series, it computes
two associated time series, respectively for its moving direction and velocity. It
applies autoregressive (AR) modeling on the two series and obtains a mobility
model for itself. Each neighboring node m builds and maintains an identical mo-
bility model for n using n’s previous location reports (carried by ‘hello’ message)
and estimates n’s position. In the meantime, n predicts its own mobility (moving
direction and velocity) and position using the AR-based mobility model so that it
has the same location estimates for itself as its neighbors. It transmits a ‘hello’
message carrying its current position only when the predicted position leads
to false topological change (which means its location estimates by neighboring
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nodes are no longer accurate). Further, AR-based ‘hello’ frequency prediction
is suggested to detect neighborhood change caused by node removal/departure
and improve the algorithm performance.

Through extensive simulation, we study the performance of ARH using real
mobility trace data, in comparison with the best known competitive hello pro-
tocol TAP (Turnover based Adaptive hello Protocol) [9]. Our simulation results
indicate that both protocols require a short learning curve to stabilize. Their
learning curves have roughly equal length, 20 − 30 seconds. Once passing the
learning curve, they stabilize to the same high neighborhood discovery perfor-
mance, about 96% accurately reflecting true neighborhood situation. In partic-
ular, ARH results in dramatically lower ‘hello’ frequency than TAP, i.e., around
50% less message overhead, therefore saving both bandwidth and energy.

The rest of the paper is organized as follows. We review related work in Sec. 2
and introduce autoregressive modeling in Sec. 3. We present ARH in Sec. 4 and
report our simulation study in Sec. 5, followed by the closing remarks in Sec. 6.

2 Related Work

In [10], the authors considered a static network whose size is known a priori, and
they aimed to reduce the overall energy consumption for communication. Time
is slotted. At the beginning of each time slot, a node chooses with a predefined
probability pstate to enter one of the three states: transmitting (‘hello’ message),
listening, and sleeping. The sum of the probabilities for the three states is 1.
The authors studied the optimal values for pstate. In dynamic networks such as
MANET, where node mobility and node addition/removal are present, finding
optimal pstate remains to be an open problem.

Similar to [10], three protocols RP, LP, and SP are presented for static net-
works in [1, 15] rather than MANET. A node can be either in talking state or
in listening state, and it can stay in a state for a random period. In RP, a node
at each time slot enters talking state with probability p and listening state with
probability 1−p. In LP, if current state is talking, the next state will be listening;
otherwise, it will make a random decision as in RP. In SP, if the current and
previous states are different, the node will back off for a while. The backoff pe-
riod is modeled as a uniform random variable with values in a predefined range.
After this period, the node sends a message back to the original sender.

In [8], a two-state hello protocol is presented. In this protocol, there are two
different ‘hello’ message frequencies, 1s for low-dynamic network (default fre-
quency) and 0.2s for high-dynamic network, whose selection is however not jus-
tified. Which frequency to use depends on two factors: Time to Link Failure
(TLF) and Time Without link Changes (TWC). Each node estimates TLF and
TWC among its neighborhood based on past neighborhood change. If TLF is
smaller than a threshold, the system switches to the High dynamics state. When
TWC becomes greater than another threshold, the mechanism switches back to
the Low dynamics state. This protocol alternates only between two fixed trans-
mission rates. Its adaptation to network dynamics is obviously very limited.
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In [7], three hello protocols are presented. In an adaptive protocol, a node
transmits ‘hello’ message if its travel distance is beyond a threshold since last
transmission. Transmission frequency is additionally subject to predefined a min-
imum value (enabling static nodes to transmit) and a maximum value (prevent-
ing ‘hello’ message storm). This protocol may cause unnecessary transmissions,
e.g., when the node moves along a small circle. In a reactive protocol, a node
starts, before sending a data packet, neighborhood discovery where it transmits
‘hello‘ message and expects a reply from each neighbor. If no reply is received
within a predefined period of time, the process is repeated, up to a maximum
number of times. This protocol brings large delay into data communication and
is vulnerable to high mobility. In an event-based protocol, fixed ‘hello’ rate is
used. However, a transmission may be skipped if no communication activity is
observed in previous ‘hello’ interval. As such, it is possible that some nodes
moving from ‘quiet’ area to ‘quiet’ area are never discovered.

In [9], the authors defined turnover ratio as the ratio of the number of new
neighbors to the total number of neighbors during a time period Δt. They studied
optimal (expected) turnover ropt, and concluded that node velocity does not
have any impact on ropt and that ropt is related only to ‘hello’ frequency and
communication radius. They then suggested to adjust ‘hello’ rate toward the
optimal value for obtaining the optimal turnover (i.e., expecting to discover all
new neighbors). Based on this idea, a protocol named TAP (Turnover based
Adaptive hello Protocol) is presented. In the protocol, nodes initially transmit
‘hello’ message at a default frequency. Turnover is checked periodically, everytime
when ‘hello’ message is transmitted; the ‘hello’ rate is immediately adjusted by
certain formula that takes current turnover and optimal turnover as input.

TAP is to our knowledge the only adaptive protocol comparable to our pro-
posed ARH here. Other protocols have various obvious weaknesses as summa-
rized above. As we will see in the sequel, ARH assumes location-awareness on
each node while TAP does not. This assumption limits ARH to the scenarios
where location information is available. But nevertheless, by making good and
reasonable use of it ARH outperforms TAP to a great extent.

3 Preliminaries

The ARH protocol to be proposed later in the paper uses autoregressive (AR)
model for mobility prediction. For a better understanding of ARH, in this section
we briefly introduce AR modeling.

3.1 Autoregressive Model

Autoregressive model (AR) [2] is a tool for understanding and predicting a time
series of data. It estimates the current term zk of the series by a linear weighted
sum of previous p terms (i.e., observations) in the series. The model order p is
generally less than the length of the series. Formally, AR(p) is written as

zk = c +
p∑

i=1

φizk−i + εk , (1)
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where c is a constant standing for the mean of the series, ϕi autoregression
coefficients, and εk zero-mean Gaussian white noise error term. For simplicity, the
constant c is often omitted. Deriving AR(p) involves determining the coefficients
ϕi for i ∈ [1..p] that give a good prediction. It can be done through computation-
intensive complex calculus, for example, by the Yule-Walker equations [5] or Burg
method [4]. The model can be updated continuously as new samples arrive so as
to ensure accuracy, or it may be recomputed only when the predication is too
far from the true measurement (beyond certain threshold).

3.2 Simplified Autoregressive Model

In [6], a simplified AR model is proposed. This model requires to be fed with
its own estimates as samples to generate new estimates. Although its order p
may be larger than 1, it can be updated using only a single sample (in contrast
to the whole sample set in the traditional model). Model update needs only
trivial calculus, greatly reducing the requirement on the computational power
on the nodes that implement the model. Thus it becomes embeddable on tiny
and computationally weak devices. We elaborate on this simplified model below.

Recall that p is the model order. A single sample is needed for initializing the
model. At initialization, i.e., at time k = 0, we set φi = 1

p for all i ∈ [0..p] and
zi = z0 for all i < 1. Let the estimate error be ek = zk − ẑk at time k > 0. When
ek is too big, the φ coefficients need to be adjusted.

Assume that ek results from using estimates as samples. We spread the error
evenly over the p samples and the current estimate zk. Each sample has error

1
p+1ek. Then the estimate with maximum error will be ẑk = zk − ek + 1

p+1ek =
zk − p

p+1ek. We update φ coefficients by enforcing the following equation:
p∑

i=1

φizk−i = zk − p

p + 1
ek . (2)

We update φ coefficients iteratively. We first take φp as variable and the others
as constant. We compute new φp (denoted by φ′

p) by solving the above equation.
Then we plug φ′

p into the equation. Meanwhile, we need to increase the right side
by 1

p+1ek because the use of φ′
p will bring that much more error. After that, we

compute a new φp−1, and so on. We update the coefficients one at a time in this way
from φp downto φ1. We compute in this order because the farther away a sample
is in time, the less important its coefficient. The update sequence is shown below:

φ′
p =

1
zk−p

(zk − p

p + 1
ek −

p−1∑
i=1

φ′
izk−i − c) ;

...

φ′
j =

1
zk−j

(zk − j

p + 1
ek −

j−1∑
i=1

φ′
izk−i −

p∑
i=j+1

φizk−i − c) ;

...
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φ′
1 =

1
zk−1

(zk − 1
p + 1

ek −
p∑

i=2

φizk−i − c) .

At last, value c can be updated such as zk = ẑk:

c = zk −
p∑

i=1

φ′
izk−1

4 Autoregressive Hello Protocol

In this section, we present a novel Autoregressive Hello protocol (ARH) for mo-
bile ad hoc networks. The protocol records historical location information and
applies AR modeling to predict node mobility (moving direction and velocity). It
determines when to transmit ‘hello’ message according to prediction accuracy.
We start with our assumptions. Then we give an overview of the algorithm,
followed by elaboration on individual algorithmic building blocks.

4.1 Assumptions

Nodes have locomotion by being attached to, for example, human being or an-
imal, and are free to move. They may be constrained computing devices. They
are aware of their own geographic location X = [x, y]T by equipped GPS devices
or other localization means. For simplicity, we assume that time is synchronized.
However, this time synchronization assumption is by no means necessary and
can be easily relaxed, as explained at the end of Sec. 4.2.

Nodes independently divide the time domain into slots of equal length λ.
The global parameter λ is a positive real number, the same for all the nodes.
It defines position sampling rate. That is, each node samples its position Xi =
[xi, yi]T at the beginning of every time slot i. Node movement is described by
direction θi and velocity si. We assume that λ is selected small enough such
that a node’s moving direction does not change more than 2π in each time slot.
Nodes have equal communication radius rc. Each of them is associated with a
unique identifier (ID) such as MAC address or manufacturer serial number by
which it can be distinguished from others.

4.2 Algorithm Overview

After being added into the network, each node n samples its position X at the
beginning of every time slot. The position samples Xi, i = 0, 1, 2, · · · constitute a
time series. n applies AR modeling to this time series to predict its own mobility
and future position. Considering potential computational weakness of nodes,
here we choose to use the simplified AR model [6], as detailed in Sec. 4.3. At
time slot k, node n estimates its position at next time slot k+1, and the position
estimate is denoted by X̂. As soon as n obtains the ground truth Xi+1, it checks
position estimate error. If the error is acceptable, i.e., ˆXi+1 is close enough to
Xi+1, it will update the AR-based mobility model by feeding X̂k+1 back to
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it as sample (this is the feature of simplified AR modeling); otherwise, it will
update the mobility model using the real sample Xk+1. In the latter case, n also
transmits ‘hello’ message that carries Xk+1 and its ID. Section 4.4 explains how
to evaluate position estimate error in detail.

Upon receiving ‘hello’ message from n, each neighboring node m initializes
an AR-based mobility model for n using the enclosed position sample of n if it
has not yet done so, and updates the model otherwise. Between two successive
‘hello’ messages, m uses this locally maintained mobility model to estimate n’s
position and keep updating the model using position estimates. As such, m
makes the same position estimates for n as n does. This justifies why n transmits
‘hello’ message according to the accuracy of position estimate. Note that n must
transmits ‘hello’ message right after getting its first position sample in order to
enable parallel model initialization and identical position estimation by m.

In Sec. 4.1, we assumed time synchronization for simplicity. The algorithm
however is not dependent of this assumption. When time is not synchronized,
m and n may not have exactly the same AR model, thus identical location
estimates, for n. To overcome this problem, n can simply encapsulate its latest
AR mode (all the coefficients and the entire sample set) rather than just the last
position sample into each ‘hello’ message. Then m easily synchronizes (replaces)
its locally maintained AR model for n with the one maintained by n itself.

4.3 Mobility Modeling and Position Estimation

At each node n, the position samples X0, X1, X2, · · · constitutes a time series.
From it, two associated time series are computed, one for direction θ and the
other for velocity s, describing the mobility of n over time. At time slot i > 1,
direction is computed as

θi =

⎧⎪⎪⎨
⎪⎪⎩

arctan(yi−yi−1
xi−xi−1

) if xi > xi−1

arctan(yi−yi−1
xi−xi−1

) + π if xi < xi−1
1
2π if xi = xi−1 and yi > yi−1

− 1
2π if xi = xi−1 and yi ≤ yi−1

(3)

and speed
si =

√
(xi − xi−1)2 + (yi − yi−1)2 . (4)

Future direction θ̂i+1 and speed ŝi+1 are predicted in order to deduce a position
estimate of

X̂i+1 =
[

x̂i+1

ŷi+1

]
= X̂i +

[
cos(θ̂i+1)
sin(θ̂i+1)

]
× ŝi+1 . (5)

The s series can be directly applied in Eqn. 1; whereas, θ is a cyclic value in
[0, 2π] and needs an adaptation. We thus translate the θ series into [0,∞[ by
introducing a t series computed as follows:

ti =

⎧⎨
⎩

θ1 if i = 1
θi + 2kπ otherwise, with k ∈ N s.t.

|ti − ti−1| is minimum.
(6)
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(a) False edge deletion (b) False ordered adjacency

Fig. 1. Evaluating location estimate

Note that the sampling rate 1/λ is chosen such that between two successive
samples, the moving direction of node n can not vary more than 2π. Equation 1
is thus applied on the t series for estimating t̂i+1. Finally, θ̂i+1 is obtained from
t̂i+1 as follows:

θ̂i+1 = t̂i+1 − � t̂i+1

2π
� × 2π . (7)

Summarizing, the mobility model of node n is composed of two simplified AR
models, one for s series and one for t series. The two series are processed in-
dependently. Their corresponding AR models evolve along time by being input
with estimates produced by themselves and are periodically corrected by being
fed with new position samples, as described in Sec. 3.2.

4.4 Evaluating Position Estimates

When evaluating position estimates, a naive way is to use a predefined error
threshold δ. That is, node n transmits ‘hello’ message at time slot i if |X̂i−Xi| >
δ. This method introduces additional parameter δ, and renders the algorithm
performance subject to the selected parameter value. If δ is too small, ‘hello’
message frequency may unnecessarily increase; if it is too large, each node could
have a stale or ineffective neighborhood map, which degrades the performance of
other networking protocols, for example, routing protocols. The best value of δ
depends on global network conditions, which are usually beyond the knowledge
available to each node. To enable ARH to work in all mobility scenarios and
adjust itself seamlessly to one of optimal protocols for any particular mobility,
we propose a parameterless evaluation method.

Specifically, at each time slot i, node n maintains two neighborhood sub-
graphs Gn and Ĝn of its neighbors and itself using its true location Xi and
location estimate X̂i, respectively. In both graphs, neighbors’ locations are es-
timates. If an edge between n and neighbor m in Gn disappears in G′

n, we say
there is a false edge deletion in G′

n. Node n constructs a circular order among
its incidental edges according to their appearance sequence in certain direction,
either clockwise or counter-clockwise. If the order is different in the two graphs,
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we say there is a false ordered adjacency in G′
n. Node n transmits ‘hello’ mes-

sage if G′
n contains either false edge deletion or false ordered adjacency. This

topology-based evaluation method does not require any pre-set parameter and
provides a great degree of flexibility.

Figure 1 illustrates the two false situations. Node n has 4 neighbors. Big circles
indicate its communication range. Gn is represented by solid links, while G′

n is
shown by dashed links. In Fig. 1(a), false edge deletion happens to edge an; in
Fig. 1(b), false ordered adjacency involves edges an and bn.

4.5 Detecting Neighborhood Change

If a node does not transmit ‘hello’ message, its neighbors will consider their
location estimates for that node are correct. They are not able to distinguish
this situation from node failure, where the node is malfunctioning and will never
transmit ‘hello’ message. If a new neighbor arrives without sending ‘hello’ mes-
sage (it is possible when the current set of neighbors of that node all have
acceptable location estimates), the node will not be able to know it or update
its neighborhood. Additional mechanism is needed for detecting neighborhood
change and improving the algorithm performance.

A straightforward method is to use constant low frequency ‘hello’ message,
regardless of node mobility. While ‘hello’ message loss implies node departure,
forced ‘hello’ transmission increases the chance of new neighbor discovery. How-
ever, this method reserves our efforts so far and brings us back to the original
problem – how to determine the best ‘hello’ frequency. It is not a solution.

Here we propose a ‘hello’frequency predication based solution, similar to the
main body of ARH. We let each node n use an AR model to predict the inter-
arrival time of ‘hello’ message of each neighbor m. If ‘hello’ message does not
arrive on time for more than a threshold number α of times, then n considers that
m has left its neighborhood. Node m builds an AR model for itself to monitor the
inter-departure time of its own ‘hello’ message. The model is approximately equal
to the model that n builds for it. So, m will follow this model for ‘hello’ message
transmission. It transmits next ‘hello’ message within α number of successive
predicated intervals, even if it does not need to do so by the main algorithm.

With some additional computation overhead on each node, this solution adapts
to node mobility and ensures detection of leaving neighbors. It still does not guar-
antee new neighbor detection since the new neighbor may possibly not transmit
any message before moving away. But nevertheless, this is a problem for any
‘hello’ protocol. In fact, it is not possible to guarantee new neighbor detection
because ‘hello’ message is transmitted at discrete time instants.

5 Performance Evaluation

In this section, we evaluate our new hello protocol ARH through simulation, in
comparison with TAP [9] that is to date the most efficient adaptive hello protocol
known. In contrast to ARH, TAP supposes that nodes are not equipped with
GPS-like devices and thus are not aware of their position.
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As the objective of a hello protocol is neighborhood discovery, the protocol
must be able to keep the consistency of neighborhood tables among nodes at
minimal ‘hello’ frequency (i.e., message overhead). Thus in addition to ‘hello’
frequency, we use two evaluation metrics: neighborhood accuracy and neighbor-
hood error. Assuming that N(u) is the set of actual neighbors of a node u, and
N ′(n) the set of neighbors known to u (i.e. whose identifier is present in its
neighborhood table), these two metrics are defined below. From their definition,
notice that acc(u) + err(u) is not necessarily equal to 1.

Definition 1. Neighborhood accuracy acc(u) is the proportion of actual neigh-
bors of node u that have been indeed detected by u.

acc(u) =
|N(u) ∩ N ′(u)|

|N ′(u)| × 100.

Definition 2. Neighborhood error err(u) measures both how many neighbors of
node u have not been detected, and how many “false neighbors” remain in its
neighborhood table ( i.e. old neighbors that have not been removed).

err(u) =
|N(u)\N ′(u)| + |N ′(u)\N(u)|

|N(u)| × 100.

We implemented ARH and TAP using WSNet/Worldsens [16] event-driven sim-
ulator, with IEEE 802.11 DCF being implemented at MAC layer and free space
propagation model at physical layer. Packet collision and contention were also
implemented. In ARH, we set AR model order p = 5, position sampling interval
λ = 2s and α = 5 (the order of the AR model for ‘hello’ frequency predication;
see Sec. 4.5). We generated nodal mobility trace based on logs obtained from real
experiments on pedestrian runners. Node moving speed was thus spread around
a mean value of 1 meter per second. Mobility trace data can be found in [12]. A
varying number of nodes (from 100 to 600) were uniformly randomly deployed
in a 1000 × 1000 square region. These nodes have the same transmission range
rc = 100m. For each setting, we conducted 50 simulation runs to obtain average
results.

5.1 Performance in Relation with Time

We first evaluate the performance of ARH and TAP along time with a fixed
number (100) of nodes. Figure 2(a) plots the message overhead, i.e., ‘hello’ fre-
quency, of both protocols. In ARH, each node first sends ‘hello’ message with
higher frequency so as to train its mobility model on neighboring nodes. After
the training period (20 − 30 seconds in our simulation), the number of ‘hello’
messages sent greatly decreases to stabilize at about the half of messages sent
by nodes with TAP. This indicates that ARH is much less costly than TAP in
both bandwidth usage and energy consumption.

Figures 2(b) and 2(c) compare neighborhood discovery performance for ARH
and TAP. Starting from a low performance point, TAP achieves increasingly
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better accuracy (resp. lower error) since it adapts ‘hello’ frequency till achieving
a stabilized turnover and better performance. Contrarily, in ARH each node
at first sends a lot of ‘hello’ messages for mobility model training. Frequent
‘hello’ transmission leads to very good neighborhood accuracy. After the mobility
model is fully trained, satisfactory location prediction can be computed, and
the number of ‘hello’ messages sent decreases, resulting in a slight decrease in
accuracy and a slight increase of error. After the initial short training period,
both protocols stabilize with the same excellent performance, around 96% of
accuracy and 6% error in neighborhood tables.

5.2 Performance in Relation with Number of Nodes

Figure 3 plots the simulation results obtained with regards to different number
of nodes after the protocols ARH and TAP pass their initial learning curve.
We observe consistent performance as the number of nodes changes. That is to
say, the number of nodes has no impact on the protocol performance. Indeed,
in TAP, the adaptation of ‘hello’ rate is related to the mean speed of nodes
and thus is not impacted by the node density. In ARH, ‘hello’ rate depends
on the error that a node detects between its position estimate and its real po-
sition, both independent from the number of neighbors and the total number
of nodes.
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6 Conclusions

We proposed a novel Autoregressive Hello protocol (ARH) for neighborhood dis-
covery in mobile ad hoc networks (MANET). Each node predicts its neighbors
mobility and position by autoregressive (AR) modeling, based on historical loca-
tion reports; it also predicts its own mobility and position using position samples
in the same way. The node updates its location among neighbors when the its
own location estimate leads to false topology change in its neighborhood. Each
location update corresponds to a ‘hello’ message transmission. Simulation re-
sults indicate that ARH achieves as high neighborhood discovery performance
as the best-known algorithm TAP [9], at dramatically reduced ‘hello’ rate (about
50% smaller). This is a great advantage in wireless communications since more
message transmissions indicate more bandwidth usage and more energy con-
sumption. It is at the cost of an additional requirement for location-awareness
on each node. We conclude that ARH is a highly-efficient alternative to TAP
when location information is readily available.

In our current work, the AR model order p was set to a small value 5. It is
possible that a smaller p (thus yet smaller storage overhead at individual nodes)
leads to similar neighborhood discovery performance. On the other hand, if a
larger-valued p (thus increased model complexity and accuracy) is used, ARH
would possibly have higher neighborhood discovery performance. In addition,
the selection of p could be subject to the mobility nature of nodes. For example,
it is probably necessary to select p differently when nodes are vehicles rather than
human. In the future, we will study the trade-off between model complexity and
algorithm performance in different mobility scenarios.
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Abstract. In this paper we introduce Spatio-TEmporal Parametric
Stepping (STEPS) - a simple parametric mobility model which can cover
a large spectrum of human mobility patterns. STEPS makes abstraction
of spatio-temporal preferences in human mobility by using a power law
to rule the nodes movement. Nodes in STEPS have preferential attach-
ment to favorite locations where they spend most of their time. Via
simulations, we show that STEPS is able, not only to express the peer
to peer properties such as inter-contact/contact time and to reflect ac-
curately realistic routing performance, but also to express the structural
properties of the underlying interaction graph such as small-world phe-
nomenon. Moreover, STEPS is easy to implement, flexible to configure
and also theoretically tractable.

1 Introduction

Human mobility is known to have a significant impact on performance of net-
works created by wireless portable devices e.g. MANET, DTN. Unfortunately,
there is no model that is able to capture all the characteristics of human mobility
due to its high complexity. In this paper we introduce Spatio-TEmporal Para-
metric Stepping (STEPS) - a new powerful formal model for human mobility or
mobility inside social/interaction networks. The introduction of this new model
is justified by the lack of modeling and expressive power, in the currently used
models, for the spatio-temporal correlation usually observed in human mobility.

We show that preferential location attachment and location attractors are
invariants properties, at the origin of the spatio-temporal correlation of mobility.
Indeed, as observed in several real mobility traces, while few people have a highly
nomadic mobility behavior the majority has a more sedentary one.

In this paper, we assess the expressive and modeling power of STEPS by
showing that this model successes in expressing easily several fundamental hu-
man mobility properties observed in real traces of dynamic network:

1. The distribution of human traveled distance follows a truncated power law.
2. The distribution of pause time between travels follows a truncated power

law.

J. Domingo-Pascual et al. (Eds.): NETWORKING 2011, Part I, LNCS 6640, pp. 254–265, 2011.
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3. The distribution of inter-contact/contact time follow a truncated power law.
4. The underlying dynamic graph can emerge a small-world structure.

The rest of this paper is structured as follows. After an overview of the state of
the art in Section 2, we present the major idea behind the model in Section 3.
Section 4 formally introduces STEPS as well as some implementation issues.
Section 5 shows capacity of STEPS to capture salient features observed in real
dynamic networks, going from inter-contact/contact time to epidemic routing
performance and small-world phenomenon. Finally we conclude the paper in
Section 6.

2 Related Works

Human mobility has attracted a lot of attention of not only computer scientists
but also epidemiologists, physicists, etc because its deep understanding may lead
to many other important discoveries in different fields. The lack of large scale real
mobility traces made that research is initially based on simple abstract models
e.g. Random Waypoint, Random Walk (see [3] for a survey). These models whose
parameters are usually drawn from an uniform distribution, although are good
for simulation, can not reflect the reality and even are considered harmful for
research in some cases [14]. In these model, there is no notion of spatio-temporal
preferences.

Recently, available real data allows researchers to understand deeper the na-
ture of human mobility. The power law distribution of the traveled distance was
initially reported in [6] and [1] in which the authors study the spatial distribution
of human movement based on mobile phone and bank note traces. The power
law distribution of the inter-contact time was initially studied by Chaintreau et
al. in [4]. In [8], Karagiannis et al. confirm this and also suggest that the inter-
contact time follows a power law up to a characteristic time (about 12 hours)
and then cut-off by an exponential decay.

Based on these findings, some more sophisticated models have been proposed.
In [5], the authors have proposed an universal model being able to capture many
characteristics of human daily mobility by combining different sub-models. With
a lot of parameters to configure, the complexity of this type of model make them
hard to use.

In [9], the authors propose SLAW - a Random Direction liked model, ex-
cept that the traveled distance and the pause time distributions are ruled by a
power law. An algorithm for trajectory planning was added to mimic the human
behavior of always choosing the optimal path. Although being able to capture
statistical characteristics like inter-contact, contact time distribution, the no-
tion of spatio-temporal preferential attachment is not expressed. Moreover, the
routing protocol performance results have not been compared with real traces.

Another modeling stream is to integrating social behaviors in the model.
In [10], a community based model was proposed in which the movement de-
pends on the relationship between nodes. The network area is divided in zones
and the social attractivity of a zone is based on the number of friends in the
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same zone. The comparisons of this model with real traces show a difference
for the contact time distribution. Moreover, the routing performance has not
been shown.

Time Varying Community [7] is another interesting model in which the au-
thors try to model the spatio-temporal preferences of human mobility by creating
community zones. Nodes have different probabilities to jump in different com-
munities to capture the spatial preferences. Time structure was build on the
basis of night/day and days in a week to capture temporal preferences.

A recent research shows that some mobility model (including [7]), despite
of the capacity of capturing the spatio-temporal characteristics, deviate signifi-
cantly the routing performances compared to ones obtained with real traces [12].
This aspect that has not always been considered in existing models is indeed re-
ally important because it shows how a model can confront the real dynamic
networks.

3 Characterizing Human Mobility

STEPS is inspired by observable characteristics of the human mobility behaviour,
specifically the spatio-temporal correlation. Indeed, people share their daily
time between some specific locations at some specific time (e.g. home/office,
night/day). This spatio-temporal pattern repeats at different scales and has been
recently observed on real traces [7].

On a short time basis (i.e. a day, a week), we can assume that one have a
finite space of locations. We define two mobility principles :

• Preferential attachment: the probability for a node to move in a location is
inverse proportional to the distance from his preferential location.

• Attractor: when a node is outside of his preferential location, he has a higher
probability to move closer to this location than moving farther.

From this point of view, the human mobility can be modeled as a finite state space
Markov chain in which the transition probability distribution express a movement
pattern. In the next section, we answer the question what exactly this probability
distribution. Figure 1(a) illustrates a Markov chain of 4 states which corresponds
to 4 locations: (A) House, (B) Office, (C) Shop and (D) Other places.

4 Model Description

In STEPS, a location is modeled as a zone in which a node can move freely
according to a random mobility model such as Random Waypoint. The displace-
ment between zones and the staying duration in a zone are both drawn from a
power law distribution whose the exponent value expresses the more or less lo-
calized mobility. By simply tuning the power law exponent, we can cover a large
spectrum of mobility patterns from purely random ones to highly localized ones.
Moreover, complex heterogeneity can be described by combining nodes with
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Fig. 1. (a) Human mobility modeling under a markovian view: States represent differ-
ent localities e.g. House, Office, Shop and Other places, and transitions represent the
mobility pattern. (b) 5 × 5 torus representing the distances from a location A to the
other locations.

different mobility patterns as defined by their preferential zones and the related
attraction power. Group mobility is also supported on our implementation.

4.1 The Model

Assume that the network area is a square torus divided in N ×N square zones.
The distance between theses zones is defined according to a metric (here we use
Chebyshev distance). Figure 1(b) illustrates an example of a 5×5 torus with the
distances from the zone A. One can imagine a zone as a geographic location (e.g.
building, school, supermarket) or a logical location (i.e. a topic of interest such
as football, music, philosophy, etc). Therefore, we can use the model to study
human geographic mobility or human social behaviours. In this paper, we deal
only with the first case.

In the so structured space, each node is associated to a preferential zone Z0.
For the sake of simplicity we assume is this paper that each node is attached to
one zone, however this model can be extended by associating several preferential
zones to each node. The movement between zones is driven by a power law
satisfying two mobility principles described above. The pdf of this power law is
given by

P [D = d] =
β

(1 + d)α
, (1)

where d is the distance from Z0, α is the power law exponent that represents
the attractor power and β is a normalizing constant.

From (1) we can see that : the farther a zone is from the preferential zone, the
less probability the node to move in (i.e. principle of preferential attachment).
On the other hand, when a node is outside of its preferred zone he has a higher
probability to move closer to this one than moving farther (i.e. principle of
attraction).
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Algorithm 1: STEPS algorithm
Input: Initial zone ← Z0

repeat
- Select randomly a distance d from the probability distribution (1);
- Select randomly a zone Zi among all zones that are d distance units away
from Z0;
- Select randomly a point in Zi;
- Go linearly to this point with a speed randomly chosen from
[vmin, vmax] , 0 < vmin ≤ vmax < +∞;
- Select randomly a staying time t from the probability distribution (2);
while t has not elapsed do

Perform Random Waypoint movement in Zi ;
end

until End of simulation;

The staying time in a zone is also driven by a power law

P [T = t] =
ω

tτ
, (2)

where τ is the temporal preference degree of node and ω is a normalizing con-
stant.

From this small set of modeling parameters the model can cover a full spec-
trum of mobility behaviours. Indeed, according to the value of the α exponent
a node has a more or less nomadic behavior. For instance,

• when α < 0, nodes have a higher probability to choose a long distance than
a short one and so the preferential zone plays the repulsion role instead of a
attraction one,

• when α > 0, nodes are more localized,
• when α = 0, nodes move randomly towards any zone with a uniform proba-

bility.

We summarize the description of STEPS in Algorithm 1.

4.2 Markov Chain Modeling

In this section, we introduce the Markovian model behind STEPS. This analyt-
ical analysis makes it possible to derive routing performance bounds when using
the model. From a formal point of view STEPS can be modeled by a discrete-
time Markov chain of N states where each state corresponds to one zone. Note
that the torus structure gives nodes the same spatial distribution wherever their
preferential zones (i.e. they have the same number of zones with an equal dis-
tances to their preferential zones). More specifically, for a distance d, we have
8×d zones with equal distances from Z0. Consequently, the probability to choose
one among these zones is

P [Zi|dZiZ0 = l] =
1
8l

P [D = l] =
β

8l(1 + l)α
. (3)
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Because the probabilities for a node to jump to any zone do not depend on the
residing zone but only on the distance from Z0, the transition probabilities of
the Markov chain is defined by a stochastic matrix with similar lines. Therefore
the resulting stochastic matrix is a idempotent matrix (i.e. the product of the
matrix by itself gives the same matrix)

P =

⎡
⎢⎢⎢⎣
p(Z0) p(Z1) . . . p(Zn−1)
p(Z0) p(Z1) . . . p(Zn−1)

...
...

. . .
...

p(Z0) p(Z1) . . . p(Zn−1)

⎤
⎥⎥⎥⎦ .

Hence it is straight-forward to deduce the stationary state of the Markov chain

Π =
(
p(Z0) p(Z1) . . . p(Zn−1)

)
. (4)

From this result, it is interesting to characterize the inter-contact time (i.e. the
delay between two consecutive contacts of the same node pair) of STEPS because
this characteristic is well known to have a great impact on routing in dynamic
networks. To simplify the problem, we assume that a contact occurs if and only
if two nodes are in the same zone. Let two nodes A and B move according to
the underlying STEPS Markov chain and initially start from the same zone. Let
assume that the movement of A and B are independent. For each instant, the
probability that the two nodes are in the same zone is

pcontact = PA(Z0)PB(Z0) + . . . + PA(Zn−1)PB(Zn−1)

=
n−1∑
i=0

P (Zi)2 =
dMax∑
i=0

1
8i

[
β

(i + 1)α

]2 ,

where dMax = �
√

N
2 � is the maximum distance a node can attain in the torus.

Let ICT be the discrete random variable which represents the number of
instants elapsed before A and B are in contact again. One can consider that ICT
follows a geometric distribution with the parameter pcontact, i.e. the number of
trials before the first success of an event with probability of success pcontact.
Hence, the pdf of ICT is given by

P [ICT = t] = (1 − pcontact)t−1pcontact. (5)

It is well known that the continuous analog of a geometric distribution is an
exponential distribution. Therefore, the inter-contact time distribution for i.i.d.
nodes can be approximated by an exponential distribution. This is true when
the attractor power α is equals to 0 (i.e. nodes move uniformly) because there is
no spatio-temporal correlation between nodes. But when α �= 0, there is a higher
correlation in their movement and in consequence the exponential distribution
is not a good approximation. Indeed, [2] reports this feature for the Correlated
Random Walk model where the correlation of nodes induces the emergence of
a power law in the inter-contact time distribution. A generalized closed formula
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Fig. 2. Theoretical Inter-Contact Time Distribution of STEPS

for STEPS inter-contact time is an on-going work. We provide here simulation
results related to this feature.

Figure 2 gives the linear-log plot of the complementary cumulative distribution
function (CCDF) of the inter-contact time that results from a simulation of the
Markov chain described above when α = 0 and α > 0. In the first case, the inter-
contact time distribution fits an exponential distribution (i.e. is represented by
a linear function the linear-log plot) while in the second case it fits a power law
distribution (i.e. is represented by a linear function in the log-log plot) with an
exponential decay tail. This result confirms the relationship between the spatio-
temporal correlation of nodes and the emergence of a power law in inter-contact
time distribution.

5 Model Properties

It is worth mentioning that a mobility model should express the fundamental
properties observed in real dynamic networks. In this section, we show that
STEPS can really capture the seminal characteristics of human mobility and that
when used for testing routing performance STEPS deliver the same performances
as the ones observed on top of real traces (this features is too often neglected
when introducing a new mobility model).

5.1 Inter-Contact Time vs. Contact Time Distributions

Inter-Contact Time Distribution. The inter-contact time is defined as the
delay between two encounters of a pair of nodes. Real trace analysis suggest
that the distribution of inter-contact time can be approximated by a power law
up to a characteristic time (i.e. about 12 hours) followed by an exponential
decay [8]. In the following we will use the set of traces presented by Chaintreau
et al. in [4] as base of comparison with STEPS mobility simulations. Figure 3(a)
shows the aggregate CCDF of the inter-contact time (i.e. the CCDF of inter-
contact time samples over all distinct pairs of nodes) for different traces. In order
to demonstrate the capacity of STEPS to reproduce this feature, we configured
STEPS to exhibit the results observed in the Infocom 2006 conference trace.
Table 1 summarizes the characteristics of this trace.
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Fig. 3. CCDF of Inter-Contact Time

Table 1. Infocom 2006 trace

Number of nodes 98

Duration 4 days

Technology Bluetooth

Average inter-contact time 1.9 hours

Average contact duration 6 minutes

To simulate the conference environment, we create a 10 × 10 torus of size
120 × 120m2 that mimics rooms in the conference. The radio range is set to
10m which corresponds to Bluetooth technology. Figure 3(b) shows the CCDF
of inter-contact time in log-log and lin-log plots. We observe that the resulting
inter- contact time distribution as given by the STEPS simulations fits with the
one given by the real trace.

Contact Time Distribution. Because of the potential diversity of nodes be-
havior it is more complicated to reproduce the contact duration given by real
traces. Indeed, the average time spent for each contact depends on the person
(e.g. some people spend a lot of time to talk while the others just check hands).
To the best of our knowledge, the abstract modeling of social behavior has not
been studied precisely yet. We measured the average contact duration and the
celebrity (i.e. the global number of neighbor nodes) of the Infocom06 nodes and
ranked them according to their average contact duration. The result is plotted
in Figure 4(a). According to this classification, it appears that the more/less
popular the person is, the less/more time he spends for each contact. Because
the contact duration of STEPS depends principally on the pause time of the
movement inside zone (i.e. the pause time of RWP model), to mimic this behav-
ior we divided nodes in four groups. Each group corresponds to a category of
mobility behavior: highly mobile nodes, mobile nodes, slightly mobile and rarely
mobile. The pause time for each groups is summarized in Table 2.

With this configuration, we aim to mimic the behavior observed in Info-
com06 trace where a large percentage of nodes have short contacts and a few
nodes have long to very long contacts. The CCDFs of contact time of STEPS
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Table 2. Group categories

Dynamicity categories RWP pause time range (s) Number of nodes

Very high [0, 60] 65
High [60, 900] 15
Low [900, 3600] 10

Very low [3600, 43200] 8

and Infocom06 trace as shown in Figure 4(b) show that STEPS can also capture
with high accuracy this mobility behavior.

5.2 Epidemic Routing Performance

A mobility model has not only to capture the salient features observed in real
traces but must also reproduce the performances given by routing protocols on
top of real traces. In order to assess the capacity of STEPS to offer this important
property we ran Epidemic routing on STEPS and Infocom06 trace and compared
the respective routing delays. For each trace, the average delay to spread a mes-
sage to all the nodes is measured in function of the number of nodes who received
the message. Figure 5 shows that STEPS is able to reflect at the simulation level
the performance of Epidemic routing when applied on real traces.

5.3 Human Mobility Structure Studied with STEPS

A mobility model should allow not only to express faithfully peer-to-peer inter-
actions properties such as inter-contact time and contact duration, but should
be able also to reproduce the fundamental structure of the underlying interac-
tion graph as modeled by a temporal graph, i.e. graphs with time varying edges.
The structural properties of static interaction graphs have been studied lead-
ing to the observation of numerous instances of real interaction graph with a
high clustering and a low shortest path length [13]. Such a structure of graph is
called small-world. With respect to routing, the small world structure induces
fast message spreading in the underlying network.
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We extended the notions of clustering coefficient and shortest path length
introduced in [13] for dynamic graph. In this paper, we present only the most
important definitions due to the lack of space.

Let G(t) = (V(t), E(t)) be a temporal graph with a time varying set V(t) of
vertexes and with a time varying set E(t) of edges.

1. Temporal Clustering Coefficient : Let N (w, i) be the set of neighbors of
node i in a time window w. The temporal clustering coefficient is defined as
the ratio of the actual number of connections between neighbors of i to the
theoretical number of connections between them during a time window w.
Intuitively, it represents the cliquishness of a time varying friendship circle.
Formally, that is

Ci =
2
∑

j |N (w, j) ∩ N (w, i)|
|N (w, i)| (|N (w, i)| − 1)

, (6)

where j is a neighbor of i and |X | denotes the cardinal of X .
2. Temporal Shortest Path Length : Let Rij(t) ∈ {0, 1} denotes a direct or

indirect (i.e. via multiple connections at different times) connection between
node i and node j at time t. The shortest path length between i and j is
defined as the earliest instant when there is a connection between them.
That is

Lij = inf{t|Rij(t) = 1}. (7)

To visualize the phenomenon in STEPS, we create scenarios where there are two
categories of nodes with different attractor power. In the first category, nodes
have a high mobile behaviour (i.e. α is small) while in the second one, they
are more localized (i.e. α is large). The idea is to “rewiring” a high clustered
dynamic graph (i.e. with the population is in the second category) by introduc-
ing high mobile nodes into the population. By tuning the ratio of number of
nodes between these two categories, we measure the metrics defined in (6) and
(7). Figure 6 shows that between two extrema, with certain value of the ratio,
the network have a structure where the clustering coefficient is high while the
shortest path length is low. This result suggests the existence of the small-world
phenomenon in dynamic graph.
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6 Conclusion

In this paper, we introduce STEPS, a generic and simple mobility model which
abstracts the spatio-temporal correlation of human mobility. Based on the prin-
ciples of preferential attachment and location attractor, this model can cover a
large spectrum of human mobility patterns by tuning a small set of parameters.
Via simulations, the model is shown to be able to capture different characteristics
observed on top of real mobility traces. On the other hand, the model can also
reflect accurately realistic routing performances, one of important aspect often
neglected in proposed mobility models. Moreover, STEPS can reflect the struc-
tural features of the underlying dynamic graph as well as the peer-to-peer ones.
Finally, the underlying Markovian basis make it possible to derive analytical
results from this model.
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Abstract. Short-range, point-to-point communications for mobile users
enjoy increasing popularity, particularly with the rise in Bluetooth
-equippedmobile devices. Unfortunately, viruswriters have begun exploit-
ing lax security in many mobile devices and subsequently developed mal-
ware exploiting proximity-based propagation mechanisms (e.g. Cabir or
CommWarrior). So, if given an ad-hoc network of such mobile users, will
a proximity-spreading virus survive or die out; that is, can we determine
the “tipping point” between survival and die out? What effect does the av-
erage user velocity have on such spread? We answer the initial questions
and more. Our contributions in this paper are: (a) we present a framework
for analyzing epidemic spreading processes on mobile ad hoc networks, (b)
using our framework, we are the first to derive the epidemic threshold for
any mobility model under the SIS model, and (c) we show that the node
velocity in mobility models does not affect the epidemic threshold. Addi-
tionally, we introduce a periodic mobility model and provide evaluation
via our framework. We validate our theoretical predictions using a combi-
nation of simulated and synthetic mobility data, showing ultimately, our
predictions accurately estimate the epidemic threshold of such systems.

1 Introduction

The prevalence and increased functionality of mobile phones present an unique
opportunity for malicious software writers. According to popular reports, 45.4
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million U.S. citizens own smartphones in 2010 [12], roughly 15% of the total
population. These devices are becoming more and more essential for the daily
lives of end-users, especially as smartphones offer more and more capabilities. At
the same time, mobile devices are equipped with device-to-device (a.k.a. point-
to-point) communication technologies (such as Bluetooth), where the commu-
nication does not use the phone’s service provider’s infrastructure. There are
estimated over 920 million Bluetooth-equipped devices worldwide shipped in
2008, making Bluetooth the most common point-to-point communication proto-
col in today’s smartphones. To date, at least two smartphone worms have been
found in the wild, Cabir and CommWarrior, which spread using Bluetooth.

Given a system of mobile agents, such as smartphones, what can we say about
the propagation of a virus1 within the system? A key question is to identify the
tipping point, known as the system’s epidemic threshold, or take-off point, below
which a virus is guaranteed to “die out.” For the epidemic models, we focus on
one of the most popular models, the flu-like one susceptible-infected-susceptible
- SIS (see Section 5 where we handle other models). There, agents maintain
no immunity, and become susceptible, immediately after they heal. Our key
contributions are as follows:

1. Framework and Formula: We present a framework for estimating the epi-
demic threshold on any, arbitrary mobile ad hoc network model. To the best
of our knowledge, ours is the first theoretical study for the general mobil-
ity case. The idea is to derive a sequence of adjacency matrices, and then
compute the first eigenvalue of the so-called system matrix (see Theorem 1).
There, we show that the epidemic threshold depends only on this first eigen-
value, and nothing else.

2. Closed Formulas: We show how to use our framework to derive simple, ap-
proximate (but accurate) formulas for several, popular special cases (Ran-
dom Walk model, Levy flight model).

3. Insensitivity to Velocity: To our surprise, our results show that the epidemic
threshold does not depend on the node velocity (v > 0). Our experiments
confirm the accuracy of our approximations, as well as our ‘insensitivity’
observation.

Jumping ahead, Figure 1 showcases the accuracy of our results (Lemma 3) of the
epidemic threshold for the SIS (=flu-like) model on the so-called ‘Levy Flight’
mobility model. See section 4 for more details - but the point is that our predic-
tion for the take-off point (= epidemic threshold, indicated with a black arrow)
is exactly where all curves take off.

We have two additional contributions: through extensive simulation experi-
ments, we show that similar insensitivity results hold for other popular mobility
models like Levy flight, Random Waypoint etc.; and, moreover, we introduce

1 We focus on proximity propagation, which in mobile networks is affected by mobility.
However, virus for smartphones can also propagate through email, mms, or direct
access to the web. We do not consider these cases, sine they are not directly affected
by mobility.
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Predicted 
Take-off Point

Fig. 1. Accuracy of our results (Lemma 3), for the ‘Levy-Flight’ model. Take-off plot,
plotting the max number of infections vs. strength of the virus. Notice that our
predicted take-off point (black arrow) agrees with the simulations, for several node
velocities.

the periodic mobility model, which is very popular in biological virus epidemiol-
ogy [1,4], and show how to use our framework to estimate its epidemic threshold.

The rest of this paper has the typical organization: background (Section 2, pro-
posed framework and theorems (Section 3), experiments (Section 4), additional
observations (Section 5), and finally, related work and conclusions. (Sections 6
and 7).

2 Preliminaries

In this section, we present a general background on proximity-based epidemic
spreading models and formulate our problem statement.

2.1 Epidemic Model: SIS (Flu-Like)

The SIS epidemic model resembles a flu-like virus, where nodes have no immu-
nity. Healthy (‘S’ = susceptible) nodes become sick (‘I’ = infected) stochasti-
cally from their infected neighbors with a probability β. Alternatively, a sick
node becomes healthy (and open to re-infection), with a probability δ. These
two parameters are also referred to as the birth rate (β) and death rate (δ) of
the virus.

The tipping point τ , or epidemic threshold, of an SIS epidemic model is the
condition under which an infection will die out exponentially quickly irrespective
of initial infection, as opposed to spreading out, causing and epidemic (techni-
cally, a pandemic). For a survey on SIS and numerous other epidemic models,
see Hethcote [13], or [7,11].
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2.2 Problem Formulation

Using the background discussed above, we now formulate our problem statement.
See Table 1 for definitions of various symbols. In this paper, we consider an
epidemic on a mobile network, which provides an underlying contact structure
for the virus to use as it propagates. By doing so, at any point in time, the system
is non-homogenous, as nodes may only transmit the virus to its neighbors.

Given:

1. Mobile ad hoc network mobility models, described below.
2. The SIS model parameters, i.e., the virus birth and death probabilities β

and δ.

Find:

The epidemic threshold τ or tipping point for the system such that for τ < 1
an infection will die out quickly, irrespective of initial conditions.

Our problem naturally leads to other issues like the effect of node velocity in
models on the threshold, giving approximations in specific cases etc. We elabo-
rate on them in the upcoming sections.

Table 1. Terminology

Symbol Definition and Description

General Terms:
A, B, . . . matrices (bold upper case)

A(i, j) element at the ith row and jth column of A

A(i, :) ith row of matrix A

A(:, j) jth column of matrix A
I standard n × n identity matrix
a, b, . . . column vectors
I,J , . . . sets (calligraphic)
λB first eigenvalue (in absolute value) of a

matrix B
Mobility Terms:
M mobility model
Pi,t position of node i at time t
N number of nodes
A simulation area
ρ node density (N/A)
ΔT Time step
T number of different alternating behaviors
A1, . . . , AT T corresponding size (n × n) symmetric

alternating adjacency matrices
Epidemic Terms:
β virus transmission probability in the SIS model
δ virus death probability in the SIS model
τ epidemic threshold
Acronyms and Terms:
USS Uniform Steady-State Approximation
EAAM Eigenvalue of Average Adjacency Matrix

Approximation
Take-off Plot Max number of infected agents vs.

Epidemic Threshold τ
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3 Framework

In this section, we detail our framework for analyzing mobility models and then
move on to specific approximations and questions arising out of the frame-
work. We will present extensive simulations demonstrating the results later in
Section 4. Also please see Section 4.2 for a description of the mobility models.

Note that node-to-node contacts at a particular time can be represented by an
adjacency matrix A. We next provide a general theorem expressing the epidemic
threshold for mobility models.

3.1 Epidemic Thresholds on Mobility Models

Theorem 1 (Mobility model threshold). If a mobility model can be rep-
resented as a sequence of connectivity graphs L = {A1,A2, . . . ,AT }, one ad-
jacency matrix At for each time step t ∈ {1..T }, then the epidemic threshold
is:

τ = λS (1)

where λS is the first eigenvalue of matrix S and S =
∏

i Si and ∀i ∈ {1..T } Si =
(1 − δ)I + βAi (I is the standard N × N identity matrix).

Proof. If the mobility model can be represented as a sequence of graphs, then
the epidemic threshold depends on the first eigenvalue of the system matrix [25].
Hence, τ = λ∏

i((1−δ)I+βAi). ��

We can now give a simpler closed-form approximation for the threshold in Equa-
tion 1 in the following lemma:

Lemma 1 (EAAM Approximation for Threshold). Under the same con-
ditions as in Theorem 1, the following is an approximation for the epidemic
threshold:

τ ≈ β

δ
× λAavg (2)

where Aavg =
∑

i Ai/T is the average adjacency matrix.

Proof. Note that,

S =
∏

i

((1 − δ)I + βAi)

= (1 − δ)T I + β
∑

i

Ai + O(β2) + O(β ∗ δ) + O(δ2)

≈ (1 − Tδ)I + TβAavg (3)

where we neglected second or lower order terms involving β and δ. Hence, we find
that B = (1 − Tδ)I + TβAavg is a first order approximation for the S =

∏
i Si

matrix. Hence from Theorem 1 we want λB < 1 which implies Equation 2. ��

We will refer to the above approximation as the ‘Eigenvalue of the Average
Adjacency Matrix’ (EAAM) approximation.
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3.2 Specific Approximations

Lemma 2 (Random-Walk Threshold). In the random-walk mobility model
and under the SIS model, the following is an approximate epidemic threshold:

τ ≈ β/δ × πR2 × N/A (4)

where R is the radius of influence of each node.

Proof. Under the random-walk model, at every point of time, each node is at
a random (x, y) position, uniformly distributed on the field of interest. Each
node has a radius of possible connections (like the BlueTooth radius) R. Conse-
quently each node has d = πR2×N/A neighbors on average (ignoring boundary
effects). The connectivity graph at each time step is roughly a random graph
with average degree d. Hence it has first eigenvalue λ1 = d on average. Hence
this is approximately equivalent to having a static graph under the SIS model
where the epidemic threshold [7] is τ = β/δ × λ1. We now obtain the lemma
after obvious substitutions. ��

In fact, we can go further and generalize this to any mobility model where the
geographic steady state distribution is uniform.

Lemma 3 (Uniformly-Distributed Steady State (USS) Threshold). For
any mobility model where the geographic distribution of nodes at the steady state
is uniform over the area of interest and under the SIS model, the following is an
approximate epidemic threshold:

τ ≈ β/δ × πR2 × N/A (5)

where R is the radius of influence of each node.

Proof. The proof for Lemma 2 goes through even here precisely because of the
geographically uniformly distributed nature of the steady state. Each node has
roughly the same number of connections and hence the adjacency graph is ap-
proximately a homogenous graph with constant first eigenvalue. The result fol-
lows as before. ��

We will refer to the above approximation as the ‘Uniform Steady-State’ (USS)
approximation. Mobility models like Levy Flight and Random-Walk are exam-
ples of models with a geographically uniform distribution of the nodes at the
steady state. Lemma 3 allows us to quickly estimate the threshold for these and
many other models.

3.3 Insensitivity to Node Velocity

As there is no factor depending on the node velocity in Lemma 3, we conclude
the following surprising implication:
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Corollary 1 (Node velocity and threshold). The node velocity (v > 0) does
not affect the epidemic threshold in mobility models where the steady state has a
geographically uniform steady state distribution like Random Walk, Levy Flight
etc.

We conjecture that the velocity does not affect the threshold even for non-
geographically uniformly distributed steady state mobility models like Random
Waypoint. We provide empirical results supporting this claim later in Section 4.

Conjecture 1 (Effect of velocity). The node velocity (v > 0) does not affect the
epidemic threshold in the Random Waypoint mobility model.

Does Velocity have an impact at all? The above discussion raises the point
whether the node velocity has any effect at all on the dynamics of the epidemic
spreading. We expect that the velocity of motion does have an effect, when we
are above threshold. Furthermore, simulations resulted in a non-obvious observa-
tion. The velocity had an impact on the steady-state number of infected agents
in the system. We elaborate more on these issues in Section 5.

4 Simulation Methodology and Results

4.1 Experimental Setup

To facilitate the simulation, we wrote a custom Python2.6 simulation program
using the NumPy/SciPy python libraries. All simulations were conducted on a
4 core Intel(R) Xeon(R) CPU operating at 2.53 GHz and 72 GB of memory
running CentOS-5.5 (Linux kernel 2.6). We varied the number of agents (nodes)
N between 250 and 1500 within a simulation field of area A = 40, 000m2 (200m
by 200m). Thus, node density ρ, commonly defined a N/A, was between 0.125
and .125 nodes per m2. All nodes had a transmission range of 5.0 meters. We did
not account for signal attenuation, reflection nor other wireless phenomena. Prior
to the beginning of the simulation, nodes were distributed on the simulation field
in a uniform fashion. Simulations were generally run for a period of 100s with
time intervals of ΔT = 0.1 seconds.

We studied three mobility models common to mobile ad hoc networking: Ran-
dom Walk, Levy Flight and Random Waypoint. In the following sections, we
provide detail on each model as well as simulation results. The position Pi,t of
each node in the system at time t is a function of mobility model and previous
position and time step ΔT , such that Pi,t+1 = M(Pi,t, ΔT ), where M is the
mobility model.

The purpose of our simulations was to determine the role of the mobility model
in the spread of malware in a point-to-point contact network loosely describing
Bluetooth communication technology.

4.2 Mobility Models

Random Walk. The Random Walk (RW) mobility model (also referred to as
Brownian Motion) was originally formulated to describe the seemingly random
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motion of particles. Numerous variations exists, here we describe our
implementation.

Each node i in the system is parameterized by speed (Vi) and angle (θi). Both Vi

and θi are drawn uniformly from systemwide predefined ranges, [vmin, vmax] and
[0, 2π), respectively. Clearly, such a system is memoryless. The model we employ
varies from the simple RW model by introducing a flight time for each node, Ti.
Flight time is drawn uniformly from a range [τmin, τmax]. The spatial distribution
of the RW mobility model is uniform over the simulation field. According to our
framework, we predict the RW mobility model will follow Lemma 2.

Levy Flight. Levy Flight mobility models have recently attracted attention
due to their statistical similarities with human mobility [27]. At the beginning
of each flight, each node selects an angle uniformly from within (0, 2∗π], a flight
time drawn from some distribution, a flight length and a pause time. Flight
length and pause time are drawn from Levy distributions p(t) ∝ |t|−(1+α) and
ψ(t) ∝ t−(1+β), where time t > 0, respectively. When α = 2 and β = 2 the result
is a special case of the Levy distribution resulting in a Gaussian distribution.
As with the Random Walk, the spatial distribution of the Levy Flight mobility
model is uniform over the simulation field.

Random Waypoint. The Random Waypoint (RWP) mobility model is often
cited as the de facto mobility model in ad hoc networks. As originally proposed
by Johnson et. al [14], the RWP mobility model each node i is described by
three parameters: current location (Pi), speed (Vi), waypoint (Wi), and pause
time (ρ). In general, the RWP mobility model operates as follows: Initially, a
node is stationary. After a pause time ρ, the node selects a waypoint uniformly
from the simulation field, then, travels along the shortest path to its waypoint
P at a velocity Vi drawn uniformly from (vmin, vmax]. Upon arrival at their
waypoint, each node will pause for a time t = ρ. After the pause period is done,
each node will repeat the process. The spatial distribution of the RWP mobility
model is bell-shaped [5].

4.3 Summary of Results

Accuracy of Approximations, Random Walk. We present a series of simu-
lation studies of the Random Walk mobility model in Figure 2. In these studies,
we varied the birth (β) and death (α) parameters of the SIS infection model. We
refer to the resulting plots as “take-off plots,” which show the maximum num-
ber of infected agents seen in our simulation against our approximated epidemic
threshold. For each plot, we labeled the estimated take-off point according to
the specific threshold approximation.

Figure 2(A), we approximated the epidemic threshold using the first eigen-
value of the average adjacency matrix, Aavg (the EAAM threshold approxi-
mation of Lemma 1). We indicate the predicted threshold value at τ = 1. As
expected, no epidemic was present at values of τ < 1. At values of τ > 1, we see
explosive growth in the max number of infected agents.

In Figure 2(B), we plot the the USS approximation of the epidemic threshold
(Lemma 3), i.e. β/δ × πR2 × N/A. As in the EAAM threshold, USS behaves
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Fig. 2. Accuracy of Framework Approximations, Random Walk Take-off plots for
EAAM and USS. Notice that our predictions (black arrows) are accurate.
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Fig. 3. Accuracy of Framework Approximations, Levy Flight Take-off plots for EAAM
and USS. Again our predictions (black arrows) prove accurate.

as expected (i.e. no epidemic below τ = 1). In fact, in each of these figures, we
note that no infected agents (aside from patient zero) are present for epidemic
threshold values below 1. Compared to EAAM, this threshold value takes off at
values closer to τ = 1.

Accuracy of Approximations, Levy Flight. As with RW, the spatial dis-
tribution of nodes following Levy Flight mobility model is uniformly distributed
on the simulation field. Thus, we expect Levy flight to perform similar to RW.
Figure 3 presents a take-off plots for Levy Flight simulations. Again, we note that
no infected agents exist below either threshold approximations. Furthermore, we
find that USS performs better than EAAM.

Accuracy of Approximations, Random Waypoint. The next series of
simulations were conducted using the popular Random Waypoint mobility model.
We also selected this model specifically because it does not result in a uniform
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Fig. 4. Accuracy of Framework Approximations. Random Waypoint Take-off plots for
EAAM and USS.

spatial distribution of nodes, therefore does not fall under USS. The results of
these simulations are presented in Figure 4. Surprisingly, both threshold approx-
imations perform well against the RWP mobility model. As the earlier mobility
models exemplified, USS performs better than EAAM.

Insensitivity to Velocity. In order to illustrate Corollary 1 and validate
Conjecture 1, we performed a series of simulation in which we varied the node
velocity, the results of which are illustrated in Figures 2, 3, 4.

As expected, for both the RW and Levy Flight mobility models, the take-off
points were not greatly affected by increasing the nodes velocity. Furthermore,
Figure 4 shows that the take-off point for the RWP mobility model was not
affected by velocity, affirming Conjecture 1.

5 Discussion

We elaborate here on the effect of node velocity on the dynamics of epidemic
spreading. We also introduce the periodic mobility model and present an analysis
of it via our framework. In addition, we touch upon other epidemic models as
well.

5.1 More on Impact of Node Velocity

As discussed previously in Section 3, node velocity does not seem to effect the
threshold in many models. We now ask whether the velocity affects the epidemic
at all?

For an “above threshold” system, two more parameters are of interest:
(a) steady-state maximum, and (b) warm-up period. The steady-state maximum
is the maximum number of infected agents in the system till steady state, whereas
the warm-up period is the time necessary to reach steady state. We expect that
the velocity of motion does have an effect, when we are above threshold. Clearly,
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Fig. 5. Number of Infected Agents vs. Time on the Random Walk and Random Way-
point. Node velocities were varied as indicated in the legends. Steady-State number
of infected agents increases with node velocity, while warm-up period shrinks (best
viewed in color).

speed will effect the speed of propagation of the virus and thus the warm-up pe-
riod. Higher velocity means better mixing of agents, and thus faster convergence
to the steady state. This observation is also demonstrated through simulations.

Figure 5 (best viewed in color) shows the number of infected agents per unit
time (in seconds) for both the Random Walk and Random Waypoint mobility
models. The velocity varied between a fixed 1 m/s fixed and an uniform selected
15 − 20 m/s, as indicated in the legends. We performed a longer simulation in
order for the systems to settle in a steady state.

Less intuitive is that velocity appears to affect the number of infected agents
at steady-state. For example, in Figure 5(A), the line corresponding to 1 m/s ap-
pears to reach a steady-state of approximately 65−70% infected agents, whereas,
at 15 − 20 m/s, the steady-state is roughly 90%. The steady-state for velocities
between these two extremes lay in-between. We suspect the degree of mixing,
influenced by node velocity, is the root cause of the above observation.

5.2 The Periodic Mobility Model

As we indicated in Section 3, our framework predicts the epidemic threshold
of mobility models that can be represented as a series of adjacency matrices.
The Periodic Mobility Model is a special case of such a series, where a set of k
adjacency matrices {A1,A2, · · · ,Ak} are repeated periodically.

This is a typical model used in biological virus studies [4] to model general
movements of a population. As an example, let A1 be an adjacency matrix of
people during the day (say, at the office). Let A2 be an adjacency matrix rep-
resenting contacts/interactions during the evening (say, at home). So the series
formed by repeating {A1,A2} represents the daily, repeated interactions of our
population. The periodic model offers a realistic, yet general model of mobility,
capturing general patterns rather than specific movements of the system.
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Predicted 
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Fig. 6. Take-off Plot for System Matrix Eigenvalue of a Periodic Mobility Model. A1

and A2 had N = 500 nodes spread uniformly across a 200×200 simulation field. Notice
the accurate our prediction (black arrow).

Lemma 4 (Periodic Model Threshold). Under the periodic mobility model
with k alternating behaviors repeating periodically, the epidemic threshold is given
by τ = λS where S =

∏k
i=1 Si and, as before, Si = (1 − δ)I + βAi.

Proof. Omitted for brevity, similar to Theorem 1.

As an example, Figure 6 shows the take-off plot of a periodic mobility models
where N = 500 nodes, k = 2 adjacency matrices. As predicted by Lemma 4, the
max number of infected agents over the simulation period takes off at λS = 1.

5.3 Other Epidemic Models

Given recent results on epidemic thresholds on static networks [24], we believe
that our results will carry through for many other epidemic models as well
e.g. SIR (mumps-like), SIRS, SEIR, MSEIR etc [13] which capture differences
between the way various diseases spread.

Conjecture 2 (Other Epidemic models). Our results for all the mobility models
discussed in this paper hold for all the epidemic models covered in [24] as well.

6 Related Work

Here, we review the related work. It is worth pointing out that while most of
existing studies about epidemic spread on mobile networks focus on (1) some
particular types of network structures, and/or (2) one specific mobility model;
our framework is very general and it applies to arbitrary network structure, and
all the three popular mobility model.

General Epidemic Modeling. Bailey provides the canonical text on epi-
demic modeling [2]. A more recent survey is provided by Hethcote in [13].
Kephart and White [15,16] were among the first to propose epidemiology-based
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models to analyze the spread of computer viruses. The model they suggest
provides a good approximation of virus propagation in networks where con-
tact among individuals is essentially homogeneous. Recent discoveries suggest
real networks (including social networks [9], router and AS networks [10], and
Gnutella overlay graphs [28]) follow a power-law structure instead, prompting a
re-evaluation of the homogeneity assumption common in the works above.

Epidemics on Static Networks. Observation suggests that real networks
are not homogeneous, rather, overwhelming evidence suggests real networks fol-
low a power law structure instead. By introducing an underlying structure for
a disease to spread, such as a static network, removes the original homoge-
neous assumption pioneered by those reference above. Newman [21] studied the
epidemic thresholds for multiple competing viruses on special, random graphs.
Pastor-Satorras and Vespignani studied viral propagation for such power-law
networks [20,22,23]. They developed an analytic model for the Barabási-Albert
(BA) power-law topology [3]. However, their derivation depends on some assump-
tions which does not hold for many real networks [17,10]. Pastor-Satorras et al.
[23] also proposed an epidemic threshold condition, but this uses the “mean-
field” approach, where all graphs with a given degree distribution are considered
equal. There is no particular reason why all such graphs should behave simi-
larly in terms of viral propagation. Chakrabarti et. al. [7] observe that epidemic
threshold of an arbitrary graph can be captured in a single parameter, the first
eigenvalue of the adjacency matrix λ1,A. Their observation was rigorously con-
firmed in [8] and independently by [30]. We again leverage the above observations
to formulate our solution in Sect. 3

Epidemics on Mobile Networks. Prompted by the emergence of mobile de-
vices, such as Bluetooth-equipped smartphones, researchers introduced mobility
to epidemic spread. Mickens et. al. were among the first to examine device-to-
device spreading of malicious software in mobile ad hoc networks [19,18]. In their
work, they present a queue-based technique for the RWP model to overcome the
limitations of the earlier homogeneous models of Kephart and White. In a similar
work, Yan et. al. extend the observations of Mickens et. al. by examining addi-
tional mobility models and their effect on epidemic spreading of a SIS virus [31].
Their work is unique in that it models virus propagation, in detail, a Cabir-like
bluetooth worm, including the Bluetooth stack and unique worm properties.

Mobility Models. The mobility models used in Sect. 4 are fairly common,
with significant literature devoted to the subject. For an overview on mobility
models, we refer our readers to the following surveys [6]. The RWP mobility
model has been extensively used, despite well know flaws. For a discussion of the
merits of RWP, refer to [32]. The Levy mobility model was first described in [29],
yet has been used extensively to model human and animal movements [27,26].

7 Conclusions

To conclude, recent malware in the wild, using device-to-device virus propaga-
tion schemes, prompted our study of the epidemic threshold in mobile ad hoc
networks. Our contributions in this paper are:
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1. Framework: We present a framework for the determining the epidemic thresh-
old (for the SIS model) on any mobility model which can be converted into
a series of adjacency matrices and give a formula for it (Theorem 1).

2. Closed Formulas: We also give a closed-form approximation for the SIS epi-
demic threshold on general mobility models (Lemma 1).

3. Insensitivity to Velocity: We analyze the impact of velocity in popular mo-
bility models like Random walk, Levy Flight, Random waypoint etc. and
find that it unexpectedly does not affect the threshold (Lemmas 2, 3 and
Conjecture 1).

In addition, we introduced the “periodic mobility model,” popular in other fields
like epidemiology [1,4], to the networking community and solved it using our
framework (Lemma 4). Finally we presented extensive simulations to demon-
strate our analysis and results. Future work may concentrate on providing the-
oretical analysis on the effect of velocities on the steady state behavior of an
epidemic on various mobility models.
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Abstract. We theoretically and experimentally analyze the process of
adding sparse random links to a random wireless networks modeled as
a random geometric graph. While this process has been previously pro-
posed, we are the first to (i) theoretically consider sparse new-wiring
(with asymptotically less than constant fraction of nodes allowed very
small constant new wired edges), (ii) prove bounds for any new-wiring
process upon random geometric graphs, and (iii) consider the effect of
such sparse new-wiring upon the spectral gap of the resultant normalized
Laplacian. In particular, we consider the following models of adding new
wired edges: Divide the normalized space into bins of length k r

2
√

2
×k r

2
√

2
,

given that the radius is on the order required to guarantee asymptotic
connectivity. For each bin, choose a bin-leader. Let the G1 new wiring
be such that we form a random cubic graph amongst the bin-leaders
and superimpose this upon the random geometric graph. Let the G2

new wiring be such that we form a random 1-out graph amongst the
bin-leaders and superimpose this upon the random geometric graph. We
prove that the diameter for G1 is O(k + log(n)) with high probability,
and the diameter for G2 is O(klog(n)) with high probability, both of

which exponentially improve the Θ(
√

n
log n

) diameter of the random ge-

ometric graph, thus also inducing small-world characteristics as the high
clustering remains unchanged. Further, we theoretically motivate and ex-
perimentally demonstrate that the spectral gap for both G1 and G2 are
significantly greater than that of the original random geometric graph.
These results further motivate future hybrid networks and advances in
the use of directional antennas.

Keywords: small world, wireless networks, spectral gap, theory.

1 Introduction and Related Work

Ever since the first observation of “six degrees of separation” by Stanley Mil-
gram [1], small-world phenomenon have been noted in numerous diverse network
domains, from the World Wide Web to scientific co-author graphs [2]. The pleas-
ant aspect of the small-world observations is that, despite the high clustering
characteristic of relationships with “locality”, these various real world networks
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nonetheless also exhibit short average path lengths as well. This is surprising
because purely localized graphs such as low dimensional lattices have very high
average path lengths and diameter, whereas purely non-localized graphs such
as random edge graph models of Erdos and Renyi [3] exhibit very low cluster-
ing coefficient. With intuition consolidating these two extremal graph types, the
first theoretical and generative model of small world networks was proposed by
Watts and Strogatz [4]: Start with a one dimensional k-lattice, and re-wire every
edge to a new uniformly at random neighbor with a small constant probability.
They showed that even for a very small but constant re-wiring probability, the
resulting graph has small average path lengths while still retaining significant
clustering.

Despite the prevalence of small world phenomenon in many real-world net-
works, wireless networks, in particular ad-hoc and sensor networks, do not ex-
hibit the small average path lengths required of small-world networks despite the
evident locality arising from the connectivity of geographically nearby nodes. Al-
though taking a high enough broadcast radius r clearly can generate a completely
connected graph of diameter one, this is a non-realistic scenario because energy
and interference also grow with r. Rather, from a network design and optimiza-
tion perspective, one must take the smallest reasonable radius from which routing
is still guaranteed. To discuss such a radius in the first place, we must employ a
formalization which is common in all theoretical work on wireless networks [5,6],
namely we fix the random geometric graph model of wireless networks. Given
parameters n, the number of nodes, and r, the broadcast radius, the random ge-
ometric graph G(n, r) is formed by uniformly at random dispersing the n nodes
into the unit square (which is a normalized view of the actual space in which the
nodes reside), and then connecting any two nodes iff they are within distance
r of each other. Note that due to the normalization of the space, r is naturally
viewed as a function of n. Given such a model, it is a seminal result of Gupta and
Kumar [6] that the connectivity property exhibits a sharp threshold for G(n, r)

at critical radius rcon =
√

log n
πn , which also corresponds to an average degree of

log n. As connectivity is a minimal requirement for routing, rcon is the reference
point to take for analysis of G(n, r), and yet, as we shall see, such a radius still
yields average path lengths of Θ(

√
πn

log n ) with high probability.

This serves as a first motivation for the question: In the spirit of small-world
generative models [4] that procured short average path lengths from a geograph-
ically defined lattice by adding random “long” edges, can we obtain significant
reduction in path lengths by adding random “short cut” wired links to a wire-
less network? The first to ask this question in the wireless context was Ahmed
Helmy [7] who experimentally observed that even using a small amount of wires
(in comparison to network size n) that are of length at most a quarter of the
physical diameter of the network yields significant average path lengths reduc-
tion. Another seminal work on this question is that of Cavalcanti et al. [8] which
showed that introducing a fraction f of special nodes equipped with two ra-
dios, one for short-range transmission and the other for long-range transmission,
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improves the connectivity of the network, where this property is seen to exhibit
a sharp threshold dependent on both the fraction f and the radius r. Other work
yet include an optimization approach with a specified sink, in which the place-
ment of wired links is calculated to decrease average path lengths in the resulting
topology [9]. The existing body of literature authored by practitioners in the field
of wireless networks on inducing small-world characteristics (particularly short-
ened average path lengths) into wireless networks by either introducing wired
links or nodes with special long range radios or directional antennas yields that
such hybrid scenarios are eminently reasonable to consider for real networks.
Nonetheless, no theoretical bounds have yet been proven for such processes of
long-range link addition on random geometric graphs. We establish such bounds
in this work for models of sparse random wired link additions, with the sparsity
controlled by a parameter k.

In particular, we consider the following models of adding new wired edges:
Divide the normalized space into bins of length k r

2
√

2
× k r

2
√

2
, given that the ra-

dius is on the order required to guarantee asymptotic connectivity. For each bin,
choose a bin-leader. Let the G1 new wiring be such that we form a random cubic
graph amongst the bin-leaders and superimpose this upon the random geomet-
ric graph. Let the G2 new wiring be such that we form a random 1-out graph
amongst the bin-leaders and superimpose this upon the random geometric graph.
We prove that the diameter for G1 is O(k + log(n)) with high probability, and
the diameter for G2 is O(klog(n)) with high probability, both of which exponen-
tially improve the Θ(

√
n

log n ) diameter of the random geometric graph, thus also

inducing small-world characteristics as the high clustering remains unchanged.
Our results on resulting average path lengths are also stable in comparison to
using a constant fraction of wire lengths, as that in the work of Ahmed Helmy
[7]. To see this note that, for example, using a maximum wire length of one-
quarter the maximum distance can be simulated by subdividing the unit square
into 16 parts and applying results to the parts separately, then combining into a
maximum average path length that is still at most 16 of that within each part.

In addition to establishing bounds on resultant path lengths, we are the first
to consider the resultant spectral gap, namely the difference between the first
and second eigenvalues of the normalized adjacency matrix, in comparison to
that of the random geometric graph. It is well established that the spectral gap
is intrinsically related to the node expansion, edge expansion [10], connectivity,
and random walk properties of the given graph [11,12]. Although short average
path lengths is necessary for a graph to exhibit optimal random walk sampling
properties, it is far from sufficient (the barbell graph being a notable counterex-
ample). As a strange omission, the small world literature thus far has primarily
ignored spectral gap as a measure in their analyses and generative models despite
the known expansion of random edge graph models.

Our motivation is as follows: Yet another limitation of random geometric
graphs in comparison to random edge graph models that is especially problem-
atic for oblivious routing, sampling, and gossiping applications[13,14,15] is that,
whereas sparse random regular graphs as well as random connected Erdos-Renyi
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graphs have a large spectral gap [16,17], connected random geometric graphs
G(n, Θ(rcon)) have asymptotically quickly diminishing spectral gap [18,19,20].
In general, additional edges need not improve the spectral gap of the resulting
graph. However, the author notes that the conductance argument used to bound
the spectral gap of random geometric graphs in [19], would no longer imme-
diately yield bad bounds using the same counterexample of dividing down the
middle if random edges are added to the graph with any sparseness so long as
the number of such edges grows asymptotically in network size. Motivated by
this observation, we experimentally calculate the graph spectra, however using
the normalized Laplacian which is guaranteed to be symmetric and similarly is
intrinsically related to random walk sampling properties [21], and observe that
indeed there is an asymptotic improvement in the spectral gap of G1 and G2 in
comparison to the starting random geometric graph.

Finally, we must note the work [22] of Abraham Flaxman, which is an excel-
lent related work in which the spectra of randomly perturbed graphs have been
considered in a generality that already encompasses major small-world models
thus far. [22] demonstrates that, no matter what is the starting graph G0, adding
random 1-out edges at every node of G0 will result in a graph with constant spec-
tral gap (the best possible asymptotically). The work also presents a condition in
which a random Erdos-Renyi graph superimposed upon the nodes of G0 would
yield good expansion, whereas without that condition the resulting graph may
have poor expansion. Despite the apparent generality of the work in terms of
the arbitrariness of the underlying graph that is considered, unfortunately the
results do not generalize to situations in which not all nodes are involved in a
wired linkage. Notably, the small world models thus far also require such a high
probability of new random links. In contrast, in this work, we focus on adding
sparse random wires. In particular, the fraction of nodes involved in a wired link
will be no more than O( 1

log n ), and in general shall be O( 1
k2 log n ), both of which

are asymptotically diminishing fractions.

2 Theoretical Results

2.1 Random Geometric Graph Preliminaries

Our analytical results for modifications of random geometric graphs are based
on certain “smooth lattice-like” properties that those graphs have. These prop-
erties include the uniformity of nodes distribution and the regularity of node
degree. As introduced in [20], we utilize the notion of a geo-dense graph to char-
acterize such properties, that is, a geometric graph (random or deterministic)
with uniform node density across the unit square. It was shown that random
geometric graphs are geo-dense and for radius rreg = Θ(rcon) all nodes have the
same order degree[20]. We formally present the relevant results from [20] in this
section, as well as the notion of bins, namely the equal size areas that partition
the unit square. Such “bins” are the concrete link between lattices and random
geometric graphs, essentially forming the lattice backbone of such graphs.
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Formally, a geometric graph is a graph G(n, r) = (V, E) with n = |V |
such that the nodes of V are embedded into the unit square with the property
that e = (u, v) ∈ E if and only if d(u, v) ≤ r (where d(u, v) is the Euclidean
distance between points u and v). In wireless networks, r naturally corresponds
to the broadcast radius of each node. The following formalizes geo-denseness for
geometric graphs:

Definition 2.1. [20] Let G(n, r(n)) be a geometric graphs1. For a constant μ ≥
1 we say that such a class is μ-geo-dense if every square bin of size A ≥ r2/μ
(in the unit square) has Θ(nA) nodes.2

The following states the almost regularity of geo-dense geometric graphs[20]:

Lemma 2.2. Let G(n, r) be a 2-geo-dense geometric graph with V the set of
nodes and E the set of edges. Let δ(v) denote the degree (i.e number of neighbors)
of v ∈ V . Then: (i) ∀v ∈ V δ(v) = Θ(nr2) and (ii) m = |E| = Θ(n2r2).

Recall that the critical radius for connectivity rcon is s.t πr2
con = log n

n . The
following is the relevant lemma that states that random geometric graphs with
radius at least on the order of that required for connectivity are indeed geo-
dense[20]:

Lemma 2.3 (Geo-density of G(n, r)). For constants c > 1 and μ ≥ 2, if
r2 = cμ log n

n then w.h.p. G(n, r) is μ-geo-dense. That is, w.h.p. (i) any bin area
of size r2/μ in G(n, r) has Θ(log n) nodes, and (ii) ∀v ∈ G(n, r), δ(v) = Θ(nr2)
and m = |E| = Θ(n2r2). Further, note that increasing the radius r can only
smoothen the distribution further, maintaining regularity.

Given that geo-denseness of connected random geometric graphs is established,
we wish to utilize the “binning” directly for its lattice-like properties. As such,
we shall introduce the notion of a lattice skeleton for geo-dense geometric graphs,
including random geometric graphs above connectivity:

Definition 2.4. Let G(n, r(n)) be a μ-geo-dense geometric graph for some con-
stant μ ≥ 1. Define the μ-lattice skeleton for G(n, r) to be LS(G(n, r)) =
(L, Bi,j) such that L = (B, EB) is the

√
μ

r ×
√

μ

r two-dimensional lattice on μ
r2

bin-points, where each vertex set Bi,j represents the set of nodes of G(n, r) that
lie in lattice location {i, j} of L. Further, for a node v ∈ G(n, r) with Cartesian
coordinates (x, y) ∈ [0, 1]2, denote by B(v) the lattice-bin containing v, namely
the bin Bi,j such that i = ceiling(x

√
μ

r ) and j = ceiling(y
√

μ

r ).

What is directly clear by geo-denseness is that there is not much variance in the
sizes of the bins:

Remark 2.5. Let LS(G(n, r)) = (L, Bi,j) be the μ-lattice skeleton of a μ-geo-
dense geometric graph G(n, r). Then, ∀i, j, |Bi,j | = Θ(nr2).
1 Either random or deterministic.
2 Note that if a geometric graph is μ1-geo-dense then it is also μ2-geo-dense for any

μ2 < μ1. That is, if a distribution is smooth for some granularity x it can only be
smoother for a coarser granularity y.
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Further, utilizing the choice of μ ≥ 5, we may make the stronger statement that
the connectivity of the lattice is inherited in the nodes of the overall graph. The
justification is simply that r becomes the length of the diagonal connecting the
farthest points of adjacent bins, and we formalize combining with Remark 2.5
and Lemma 2.3:

Lemma 2.6. Let LS(G(n, r)) = (L, Bi,j) be the 5-lattice skeleton of a 5-geo-
dense geometric graph G(n, r). Then ∀i, j, k, l if ((i, j), (k, l)) ∈ L then ∀v ∈
Bi,j , u ∈ Bk,l, (v, u) ∈ G(n, r)
In particular, for c > 1 if r2 ≥ 5c

π r2
con then the 5-lattice skeleton LS(G(n, r) =

(L, Bi,j) of random geometric graph G(n, r) satisfies the following:
(i) ∀i, j|Bi,j | = Θ(nr2) w.h.p.,
(ii) ∀i, j if v, u ∈ Bi,j then (v, u) ∈ G(n, r),
(iii) ∀i, j, k, l if link ((i, j), (k, l)) ∈ L then ∀v ∈ Bi,j , ∀u ∈ Bk,l, (v, u) ∈ G(n, r),
and
(iv) ∀i, j, k, l if min{|i− k|, |j − l|} ≥ 4 then ∀v ∈ Bi,j , ∀u ∈ Bk,l, (v, u) /∈ G(n, r)

From (ii) it is clear that each bin Bi,j forms a clique (namely all pairs of nodes
within are connected directly by length one paths). From (iii) it follows that a
path in the lattice L yields a path in the graph G(n, r) as well, while (iv) bounds
the converse situation in that nodes that lie in bins at least 4 lattice-hops away
cannot be directly connected in the graph G(n, r) either. In particular, (iii) and
(iv) yield that pairwise distances between points in the graph G(n, r) inherit
the shortest paths (Manhattan) distances in the corresponding lattice-bins of
the lattice-skeleton, up to constant factors. We formalize with the following
corollary:

Corollary 2.7. For c > 1 if r2 ≥ 5c
π r2

con then the 5-lattice skeleton LS(G(n, r)) =
(L, Bi,j) of random geometric graph G(n, r) satisfies the following w.h.p.: ∀u, v ∈
G(n, r), distG(n,r)(u, v) = Θ(distL(B(u), B(v)) + 1) where the function distG in-
dicates shortest paths distances in graph G.

Having established that connectivity and distances for G(n, r) with radius at
least a small constant times rcon roughly preserve connectivity and distances in
the

√
μ

r ×
√

μ

r lattice skeleton, let us then consider the number of lattice-nodes
Nd,L(v) that are at lattice distance exactly d away from v in the lattice L:
Clearly, Nd,L(v) grows linearly in d by a simple induction on upper and lower
bounds. And, the maximum distance to consider is d = Θ( μ

r2 ). Moreover, due to
the smooth distribution of random geometric graph nodes in the lattice bins, we
must have that the fraction fd,L(B(v)) of lattice bins at lattice-distance exactly
d away from B(v) must be on the same order as the fraction of random geometric
graph nodes fd,G(n,r)(v) at hop-distance exactly d away from v. Thus,

fd,G(n,r)(v) = Θ(fd,L(B(v))) = Θ(Nd,L(v)
|L| ) = Θ(Nd,L(v)r2

μ ) = Θ(dr2).
Such fractions represent the probability that a node is at distance d away

from a given node v. Thus, we may calculate the average path length APL
which is the expectation of that probability distribution on the very function d
itself:
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APL(G(n, r)) =
∑D(G(n,r))

d=1 dfd,G(n,r)(v) = Θ(
∑2

√
μ

r

d=1 dfd,L(B(v))) =

Θ(
∑2

√
μ

r

d=1 d2r2) = Θ(r2
∑2

√
μ

r

d=1 d2) = Θ(r2 1
r3 ) = Θ(1

r )

Thus, the average path length for random geometric graphs above the con-
nectivity threshold is the same as the order of the diameter (maximum shortest
path lengths) for such graphs, which is Θ(1

r ). While the dependence on the radius
r in that term may seem optimistic at first, noting that r should be kept as low as
possible to reduce energy overhead and interference of the ad-hoc network repre-

sented, a realistic constraint on r becomes r = Θ(rcon) = Θ(
√

log n
n ), namely that

achieving degree Θ(log n). Thus, APL of reasonable random geometric graphs
(of minimal radius guaranteeing connectivity) scales quite badly as Θ(

√
n

log n ).

2.2 Adding Random Edges

Prior to considering the business of adding random edges to a given initial graph
G0 = (V0, E0), note that the set of additional edges ER and the existing nodes
connected by them VR ⊂ V forms a graph GR such that the resulting graph
G = (V, E) = G0 + GR has V = V0 ≥ VR and E = E0 + ER. That is, it is also
convenient to view the additional random edges as a new graph GR superimposed
upon the original graph G0.

Given such a characterization, let us be given a 5-geo-dense geometric graph
G0 = (V0, E0) = G(n, r) with 5-lattice-skeleton (L, Bi,j). In particular, note
from Lemma 2.3 that results apply to any G0 = G(n, Ω(rcon)). Given param-
eter k ≥ 1, let vertex set VR(k) be generated as follows: For any i, j ≤

√
5√
kr

pick a node vi,j uniformly at random from the nodes in the set of bins Bi,j =
∪ki≤i′≤(k+1)i,kj≤j′≤(k+1)jBi′,j′

3, and set vi,j ∈ VR(k). For the case k = 0, let
VR(0) = V0. We now define the various types of random edge sets ER,i for graphs
GR,i(k) = (VR(k), ER,i) whose superimpositions upon G0 we shall consider in
this work: Let ER,1 be generated as follows: For every node v ∈ VR(k) pick 3
neighbors in VR(k) uniformly at random, discarding situations in which any node
has degree greater than 3. Thus, the resulting graph GR,1(k) = (VR(k), ER,1)
is the random 3-regular Erdos-Renyi graph defined on vertex set VR(k). Let
ER,2 be generated as follows: For every node v ∈ VR(k) pick 1 neighbor in VR

uniformly at random. Thus, the resulting graph GR,2(k) = (VR(k), ER,2) is the
random 1-out graph defined on vertex set VR(k).

Similarly to the above, let us define the resulting graphs as follows: Let G1 =
G0 + GR,1. Let G2 = G0 + GR,2 Essentially, k controls the frequency of special
nodes which shall serve as wired link stations. For k = Θ(1), the frequency is
in line exactly with the bins, and thus the occurence of such wired link stations
is 1 in every Θ(nr2). For r = Θ(rcon) that frequency becomes Θ( 1

log n ), and for
larger broadcast radius it is sparser:

3 This bin union is simply the formalization of a single contiguous bin k × k as large
as the original bins.
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Remark 2.8. Given k ≥ 1, the frequency of wired link stations |VR(k)|
|V0| is

Θ( 1
k2nr2 ). Namely, the total number of such stations is |VR(k)| = Θ( 1

k2r2 ).4

Before proceeding to prove results on average path lengths for G1 = G0 + GR,i,
we note that the manner in which VR(k) is generated can be simulated approx-
imately by simply choosing a total of logarithmically more wired link stations
uniformly at randomly from the original set V0. This too follows from “coupon
collection”:

Remark 2.9. For any k, if every v ∈ V0 is chosen to be a wired link station

with probability Θ(
log( 1

k2r2 )

nk2r2 ), then, with high probability, for every k2-bin Bi,j =
∪ki≤i′≤(k+1)i,kj≤j′≤(k+1)jBi′,j′ there exists a vertex v′ ∈ Bi,j such that v′ is
a wired link station. Moreover, all of the vertices in any k2 bin are almost-
equiprobable and almost-independent whp.

The last is simply stating that there is not much lost from the uniformly at
random choice of a finite set of nodes versus the corresponding Poisson process.

Now, we note that the maximum distance of any node in a k2 bin to the
corresponding wired link station in the k2 bin is simply bounded by the hop-
diameter of the k2 bin:

Remark 2.10. Every node is within Θ(k) hops of the wired link station in its
k2-bin since the k2-bin simply stretches the Manhattan distances of the original
5-lattice-skeleton by k.

This remark shall prove relevant in relating inter-node distances in the graph
G = G0 + GR to inter-node distances in GR.

2.3 APL and Diameter Bounds for G1

Thus, we now proceed concerning inter-node distances for the first model GR,1:

Remark 2.11. It is well-known that the random 3-regular graph GR,1(k) is an
expander with high probability [10,16]. Therefore, GR,1(k) also exhibits diameter
and average path lengths asymptotically at most logarithmic in its vertex set
|VR(k)|, with high probability.

Combining Remarks 2.8, 2.10, and 2.11, we obtain our first bounds on the re-
sulting average and worst-case path lengths:

Theorem 2.12. The diameter and average path lengths for G1(k) are as
follows: APL(G1(k)) = O(Diam(G1(k))) = O(min{2k + log( 1

k2r2 ), 1
r}) =

O(min{k + log(n), 1
r }).

Proof. Let s, t ∈ V be arbitrary. s is within k hops to a node v ∈ VR(k), and t
is within k hops to a node w ∈ VR(k). Moreover, dist(v, w) = O(log(|VR(k)|)),
making the maximum distance at most 2k+log(|VR(k)|). If r happens to be large,
making paths in the original graph (without taking short-cuts in ER,1 more con-
venient, then the maximum distance is the diameter of G0 which is Θ(1

r ).
4 Note that clearly k cannot exceed Θ( 1

r
).
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For any broadcast radius r, it is clear that when k = Θ(1
r ), which is the maximum

allowable k and corresponds to the situation of placing a constant number Θ(1)
wired-stations, there is no asymptotic improvement in diameters and average
path lengths. However, for any other intermediate k and the lowest reasonable
broadcast radius r = Θ(rcon), the following may be noted:

Corollary 2.13. For k = O(log(n)) and G0 = G(n, Θ(rcon)), APL(G1(k)) =
O(Diam(G1(k))) = O(log(n)). On the other hand, for intermediate k such that
k = o( n

log(n) ) but k = ω(log(n)), we still obtain asymptotic improvement upon the
hop-lengths in G0 as APL(G1(k)) = O(Diam(G1(k))) = O(k) = o(Diam(G0)).

2.4 APL and Diameter Bounds for G2

The case for the second model G2 is not quite as straightforward as that for
the first model due to the fact that the random graph GR,2(k) has a positive
probability of being disconnected. So, what can we say? It turns out that a lot
can be said the moment that GR,2(k) is superimposed directly upon the nodes
of any connected graph Ginit:

Theorem 2.14. [Expansion of Gconnected+R1−out][22] Let G0 be any connected
graph. Then G = G0+R1−out, which is the graph formed by adding random 1-out
edges to every vertex of G0, is an expander with high probability. In particular,
the diameter of Gis logarithmic in the vertex set.

Despite the similarities to the situation for G1, there is the technical issue that
the vertex set for GR,2(k) is not identical to the vertex set for G0 but rather
asymptotically sparser than such. Therefore, we must understand precisely which
graph is an expander, and what that yields for the graph G2. In particular, we
need to extract a connected graph Gbase = (Vbase, Ebase) that is both a relevant
function of the original graph G0 and such that there is a one-to-one meaningful
correspondence between the vertex set Vbase and VR(k) to allow application of
Theorem 2.14.

Visually, if we could just contract the lattice-sub-skeleton formed from the
k2-bins into just a |VR(k)| node lattice, and preserve the meaning of such a
contraction for paths in the original graph G0, then we could apply Theorem 2.14
to our contraction, and then reverse the contraction. We may lose the property
of constant expansion upon reversing our contraction for some k, but we will
still preserve a bound on path lengths. First, let us state the result, then the
proof along the idea above:

Theorem 2.15. The diameter and average path lengths for G2(k) are as
follows: APL(G2(k)) = O(Diam(G2(k))) = O(min{k log(|VR(k)|), 1

r}) =
O(k log(1

r )).

Prior to the theorem proof, let us note the immediate corollary for low broadcast
radius, which again notes an exponential improvement in diameter and average
path lengths in for poly-logarithmic k:
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Corollary 2.16. For k = Θ(1) and G0 = G(n, Θ(rcon)), APL(G2(k)) =
O(Diam(G2(k))) = O(log(n)). On the other hand, for intermediate k such
that k = o( n

log2(n)
) but k = ω(1), we still obtain asymptotic improvement upon

the hop-lengths in G0 as APL(G2(k)) = O(Diam(G2(k))) = O(k log n) =
o( n

log(n) ) = o(Diam(G0)).

Now to the theorem proof:

Proof (Proof of Theorem 2.15). Consider the graph of node-contractions
Gcontract = (Vcontract, Econtract) such that each vertex vi,j ∈ Vcontract is pre-
cisely the set of vertices in k2 bin Bi,j and the edge set Econtract is the two-
dimensional lattice appropriately defined on Vcontract. We know from Theorem
2.14 that upon adding random 1-out edges from every vi,j ∈ Vcontract we obtain
a graph G′ = Gcontract + R1−out with diameter logarithmic in Vcontract. What
does this mean?

Consider any two nodes s, t ∈ G0, say that s ∈ Bi,j , t ∈ Bi′,j′ . Let
l =< v1, v2, v3, . . . , vp−1, vp > be the shortest path between vi,j and vi′,j′ in
Gcontract (with v1 = vi,j , vp = vi′,j′). First of all, there is an obvious one-to-
one correspondence between the vertex sets Vcontract and VR(k) which does not
change the incidence of the random short-cut edges. The only issue occurs when
paths in the contracted graph include a lattice edge, and in that case there is
a factor O(k) blow-up in the hop number for the original graph. Thus, for any
path l in Gcontract we may inductively construct the following path l′ in GR,2

by a sequence of valid sub-path replacements in the place of contracted nodes
and the edges between them until no contracted nodes and no contracted edges
remain (meaning all nodes are actual vertices of our original graph):

– Base: In accordance with Remark 2.10, replace v1 in l with the O(k) length
shortest-path from s to vi,j in G0. Similarly, replace vp in l with the O(k)
length shortest-path from vi′,j′ to t in G0.

– Inductive case I: For 1 < t < p− 1, let vt and vt+1 be adjacent nodes in the
path l that also remain thus far in our path construction. Uniquely define
vx,y ∈ vt, vx′,y′ ∈ vt+1 for vx,y, vx′,y′ ∈ VR(k). Either edge (vt, vt+1) is a
lattice edge or a random edge. If it is a random edge, then replace (vt, vt+1)
of l with the valid wired edge (vx,y, vx′,y′). Otherwise, if it is a lattice-edge,
then there exists a O(k) length shortest-path P between vx,y and vx′,y′ in
G0 from Lemma 2.6 and Remark 2.10. Thus, in that case, replace (vt, vt+1)
with path P between vx,y and vx′,y′ .

– Inductive case II: Let node vx,y be the node following initial wired-station
vi,j in the construction thus far. Due to the construction, it must be that
vi,j ∈ v1, vx,y ∈ v2. Therefore, similarly to Inductive case I, either there exists
a random wired edge between vi,j and vx,y, or there is a length O(k) path
between the two in G0: Replace accordingly. Operate similarly in making
the valid replacement between the node vx′,y′ preceding final wired station
vi′j′ .
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Clearly, the above construction is valid, replacing contracted edges with valid
sub-paths at each step. Moreover, at every step, the replacement path is at most
a O(k) blow up of a contracted edge. Therefore, the constructed valid path in
GR,2 is also at most a O(k) multiple of the diameter of Gcontract, which we know
by Theorem 2.14 to be logarithmic in |VR(k)|, finalizing the proof.

3 Experimental Results

Experiments were conducted for networks of 100 to 1620 nodes. As consistent
with the model of the theoretical section, the parameter k was chosen to be 2, and
the radius was chosen to be rcon exactly. Disconnected G(n, r) were discarded
from consideration. The results can be seen in Figure 1, where the Y -axis is
the spectral gap of the normalized Laplacian. Notably, the spectral gap for the
random geometric graph approaches zero quickly, whereas the spectra gap for G1

and G2 appear to diminish concavely after 500 nodes, possibly even approaching
a small constant lower bound. Moreover, note that the number of wired-nodes
in comparison to the network size n for n values of 100, 300, 800, 1000, 1300,
and 1620 are respectively as follows: 36, 64, 196, 256, 256, 324. The fraction of
wired nodes for the network size of 1620 was just 1

5 .

Fig. 1. Spectral Gap comparison for G1 (Red), G2 (Yellow), and G(n, r) (Blue) for
network size from 100 to 1620 nodes, radius rcon, and k parameter of 2

4 Conclusion and Future Work

We have considered the “small world” effects of adding sparse random edges to
an asymptotically diminishing frequency of nodes taken as wired link stations
imposed upon a wireless network. In contrast to prior small-worlds work, we
care in particular for very sparse link additions and control the sparseness of
wired link stations by a parameter k. We establish theoretical proof that under
two reasonable models of link additions (G1 of superimposing a random cubic
graph and G2 of superimposing a random 1 − out graph) upon the random
geometric graph model of wireless networks an exponential reduction of diameter
and average path lengths is obtained even when the wired link stations occur
with an inverse poly-logarithmic frequency. We also establish theoretical bounds
on the diameter and average path lengths reduction as a general function of k
(see Theorems 2.12 and 2.15).
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As a related but separate question from the issue of average path lengths,
we investigated the improvement in spectral gap as well under such models of
sparse link additions. The spectral gap, which can refer to either the discrep-
ancy between the first and second eigenvalues of the normalized adjacency matrix
representing the graph or to the related measure of the second eigenvalue of the
normalized Laplacian representing the graph in the cases of irregular graphs, is
known to govern the rate at which the Markov chain corresponding to a natural
random walk on the graph converges to the stationary distribution [11,12]: The
larger the spectral gap, the faster the convergence to stationarity (namely, the
faster the mixing rate). It is intuitively clear that the faster the convergence
to stationarity for such an oblivious process as a random walk, the greater the
intrinsic load-balancing properties of the graph. This quantity of mixing rate
is further intricately related to connectivity and resilience properties of the un-
derlying graph measured as the combinatorial quantity of expansion. Expansion
directly relates to resilience against edge failures, and when the graph is close to
regular it also relates to resilience against node failures. In fact one characteri-
zation of an expander graph family is directly based on spectral gap alone: For a
family of graphs parametrized by the size of the vertex set n, the graph family
is an expander graph family iff the spectral gap is bounded away from zero by a
constant, as n approaches ∞. Expander graphs represent extrema for the expan-
sion property. While short average path lengths and short diameter are necessary
for graphs to be expanders, these are far from sufficient. Thus, in investigating
the improvement in expansion upon adding sparse random edges to a random
geometric graph (which by itself is known to have horrible expansion [18,19,20]),
we experimentally measured the spectral gap for the normalized Laplacian. We
found that whereas the spectral gap for the pure random geometric graph falls
rapidly to zero after some n (around 900), the spectral gap for G1 and G2 do not
fall rapidly to zero but stay bounded away from zero by 0.03 for the duration
of the experiment til n = 1620. These results are for the sparseness parameter
k = 2. In either case, a definite discrepancy between the pure wireless spectral
gap and the additional link models is exhibited.

Future work concerns establishing theoretical bounds on the spectral gap for
G1 and G2 as a function of the parameter k. In particular: Is there a k for which
G1 or G2 is an expander graph family? If so, does the expansion property exhibit
a sharp threshold based on k? In addition to theoretical bounds, future work in-
cludes experimental measures of oblivious routing efficiency and load balancing
quality based on random walk simulations of the respective graph families. And,
finally, towards answering the question of improvement in resilience for the re-
spective graph families, simulations of non-oblivious routing algorithms in the
presence of node and edge failures may also be performed.
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Abstract. It is important to develop intuitive and tractable genera-
tive models to simulate the topological and temporal dynamics of the
blogosphere because these models provide insights about its structural
evolution. In such generative models, independent instances of individ-
ual bloggers are initiated and these instances interact with each other
to simulate the evolution of the blogosphere. Existing generative models
of the blogosphere have certain limitations: (1) they do not simulta-
neously consider the topological and temporal properties, or (2) they
utilize the global information about the blogosphere that is typically not
available. In this paper, we propose a novel generative model for the blo-
gosphere based on the random walk process that simultaneously consid-
ers both the topological and temporal properties and does not utilize the
global information about the blogosphere. The results of our experiments
show that the proposed random walk based model successfully captures
the scale-free nature of both topological and temporal dynamics of the
blogosphere.

Keywords: Blogosphere, Random walks, Network Science.

1 Introduction

1.1 Background

The blogosphere constitutes an important niche of online social networks. It
consists of blogs and each blog usually contains several posts. As shown in
Figure 1, the blogosphere can be envisioned as consisting of two separate networks:
(1) blog network, and (2) post network. In these networks, nodes represent blogs
and posts respectively; whereas edges are directed hyperlinks from a source node
to a destination node.

In recent years, researchers have carried out independent measurement-driven
studies to understand various global properties of the blogosphere [6, 7, 9, 12].
These studies have reported several interesting global patterns in the blogo-
sphere, such as distributions of post in-degree, blog in-degree, size of cascades,
inter-posting times, and post popularity over time follow power-laws. These dis-
coveries have important implications in terms of evolution of network graphs
and information flow, search, and retrieval.

J. Domingo-Pascual et al. (Eds.): NETWORKING 2011, Part I, LNCS 6640, pp. 294–306, 2011.
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Fig. 1. (a) The blogosphere can be visualized as two networks: (b) blog network, (c)
post network

1.2 Problem Statement

A significant amount of research effort has been put in to understand the global
properties of the blogosphere. However, little is yet known about the underlying
local mechanisms that have led to these topological and temporal patterns at
the global scale. One way to understand these local mechanisms is to develop
a formal model of individual bloggers in the blogosphere. This model is then
replicated for all bloggers and allowed to execute over a given period of time.
Finally, global properties of the evolved synthetic network graph are computed
and matched to those of real network graphs. A high degree of correlation in
compared metrics validate the developed model. In this paper, we aim to develop
a realistic, intuitive, and tractable generative model for the blogosphere.

1.3 Proposed Approach

In this paper, we present a generative model based on the random walk process
to simulate the evolution of the blogosphere. This model is intuitive and it pro-
duces realistic blogosphere networks whose topological and temporal properties
match to those discovered in real-world networks. It has the following desir-
able properties. First, it controls the subtle structural properties of the evolved
graph. Second, it does not utilize any global information that may not be locally
visible to individual bloggers. Finally, the scale-free distributions evolve only im-
plicitly as our model does not explicitly bias link creation probability to nodes’
attributes.

1.4 Key Contributions

We summarize our key contributions as follows:

1. We propose a novel multiple random walk based model that can evolve real-
istic blogosphere networks by mimicking the micro-level interactions of indi-
vidual bloggers under real-world constraints. To the best of our knowledge,
this is the first generative model that utilizes only locally visible information
to accomplish this task.

2. We propose a novel methodology to quantify the burstiness of blogging ac-
tivity. Towards this end, we provide a formal analysis of the burstiness of a
finitely-bounded, one-dimensional random walk.
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3. Our proposed model has the ability to control different structural properties
of the generated blogosphere network by varying the length of the random
walk.

The rest of the paper is organized as follows. We review the related work in
Section 2. In Section 3, we provide background and overview of the proposed
random walk based model. In Section 4, we present formal analysis and details
of our proposed generative model. In Section 5, we provide experimental results.
Finally, we give concluding remarks in Section 6.

2 Related Work

Several research studies have recently focused on the formal modeling of the
blogosphere. Some studies have focused on developing formal models of indi-
vidual bloggers that can evolve graphs with properties similar to those of the
real-world blogosphere graphs. Researchers have also tried to model the topo-
logical and temporal patterns of the blogosphere. The relevant research studies
can be categorized into three types based on the patterns that they analyze or
model. We now present a brief overview of each category.

2.1 Topological Properties

In [8], the authors proposed a generative model for the blogosphere called sec-
ond space. Second space uses several parameters to generate graphs with prop-
erties similar to those of real-world graphs. The authors computed multiple
topological properties of the simulated blogosphere such as degree distributions,
diameter, reciprocity, etc. The model developed by second space does not simul-
taneously consider topological and temporal patterns, which is a major limita-
tion. Moreover, it has a lot of input parameters, which is undesirable. In another
study [10, 11], the authors used Kronecker graphs to model the structure of
networks. They further proposed KronFit algorithm to fit a Kronecker graph
generation model to real networks. However, this approach is not specifically
designed for modeling the blogosphere.

2.2 Temporal Properties

In [9], the authors performed an analysis of time evolution of the blogosphere
using time graphs. They observed that the blogosphere expanded in a bursty
manner. Using this observation, the authors created a graph model called the
randomized blogspace. This model focuses on temporal patterns observed in the
evolution of the blogosphere and does not generalize to other patterns.

2.3 Topological and Temporal Properties

In [5], the authors have proposed the zero-crossing (ZC) model to generate syn-
thetic blogospheres. It is the first work to jointly model temporal and topologi-
cal properties of the blogosphere. This model also has an intuitive appeal as all
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procedures closely relate to the mentality of real-world bloggers. The blogosphere
generated by ZC model conforms with several global patterns including but not
limited to post in-degree, blog in-degree, and inter-posting times. However, ZC
model has several limitations. First, It cannot control other important structural
properties of the evolved graphs such as clustering, centrality, connected compo-
nents, etc. Second, it uses global information (such as total number of in-links to a
blog) that is not locally visible to individual bloggers. Finally, the power-laws are
explicitly programmed into the model that reduces its intuitive appeal. For exam-
ple, the probability of creating links to other posts is proportional to their number
of in-links (defined as preferential attachment process which automatically leads
to power laws). In a more intuitive model, a blogger will parse the existing network
graph while probabilistically creating new links without any explicit bias.

3 Overview of the Proposed Model

In this section, we first provide the goals of our proposed model and then present
its overview. It has been shown earlier that several topological patterns of real-
world blogosphere, including blog degree distributions, post degree distributions,
inter-posting times, etc. follow the power-law distribution [4,15,16,17]. The first
goal of our random walk based model is to implicitly produce these power-
laws using only local interactions between individual bloggers. We also aim to
reproduce the burstiness and self-similarity in the temporal dynamics of the
blogosphere using the random walk process [18]. Finally, we want to control
various properties of the evolved blogosphere without using multiple parameters.

We now provide an overview of our proposed random walk based model.
The random walk process constitutes the core of our proposed model [1,14]. To
explain the random walk process, an analogy often cited in the literature is of a
drunkard walking in city streets with junctions. At each junction, the drunkard
chooses one of the possible paths randomly. The rationale behind using the
random walk procedure to model the dynamics of the blogosphere is to mimic the
local behavior of bloggers in blog reading and writing. When multiple instances
of the same random walk based model are invoked, they interact with each other
to generate a blogosphere network.

Figure 2 shows an overview of the proposed random walk based model called
mRW . Each instance of mRW model corresponds to an individual blogger. mRW
model consists of five modules: RW-1, RW-2, RW-3, RW-4, and RW-5. RW-1
is a random walk on the discrete one-dimensional number line and aims to mimic
the posting behavior of a blogger. A blogger creates a post P every time the zero
mark on the number line is crossed.

A blogger has two options after creating a post in RW-1. Either with prob-
ability pl, a blogger decides to include out-links in the created post. Or with
probability 1− pl, a blogger publishes a post without any out-links. If a blogger
decides to include out-links in the created post, it further has to choose be-
tween RW-2 and RW-3, with probabilities 1−pe and pe respectively. In RW-2,
also called explore mode, a blogger aims to create a link to the blog to which it
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Fig. 2. Overview of the proposed random walk based model

has not linked earlier. In RW-3, also called exploit mode, a blogger aims to
randomly revisit a previously linked blog. In contrast to RW-1, RW-2 and
RW-3 are random walks on the blog graph. At each step of these random walks,
a blogger moves to one of the neighbors of the current blog graph node and
the blog reached at the end of a finite length random walk is selected for link
creation. Furthermore, note that pl and pe are randomly sampled from a uniform
distribution for every blogger and thus are not input parameters of our proposed
model.

After a blog is selected for link creation, a blogger has to choose one of its
posts by RW-4. RW-4 is a random walk carried out on the post list of the
selected blog starting at the most recent post. The post reached at the end of a
finite length random walk is eventually linked in the post P . Finally in RW-5,
also called link expansion, the blogger conducts a random walk to further link to
an arbitrary number of posts referred by the selected post. In contrast to RW-2
and RW-3, RW-4 and RW-5 are carried out on the post graph rather than the
blog graph.

In the next section, we provide the details and formal analysis of all five
random walks. Here, we iterate that the only input parameter of our mRW
model is the length of the random walk, which controls the properties of the
generated blogosphere networks. Moreover, our proposed model simulates local
interactions between individual bloggers without utilizing any global information
that is not available in the real-world.
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4 Formal Analysis of the Proposed Model

4.1 Formal Definitions and Notations

We first formally define the basic concepts and notations that will be utilized in
our mRW model. The blogosphere can be mapped to two separate directed and
simple graphs, blog graph B = (VB, EB) and post graph P = (VP , EP ). VB and
VP are sets of vertices and EB and EP are sets of edges for blog and post graphs,
respectively. The elements of sets EB and EP (edges) are ordered pairs of the
form e = (v1, v2), where v1 is source vertex and v2 is destination vertex, because
both B and P are directed graphs. A path P of finite length l from vertex u to v
on graph is defined as the sequence of edges e1, e2, ..., en. A path does not have
any repeated edges. A walk W is also defined as a sequence e1, e2, e3, ..., en−1, en,
however, it can have repeated edges. Let Ei = {e1, e2, ..., ej} denote the set of
all possible edges for ith step (0 < i ≤ l) of a walk. A walk is called random
walk (RW) if, at every step i of the random walk, the next edge is uniformly
randomly selected from Ei. We now separately provide formal analysis of all five
modules of our proposed mRW model.

4.2 RW-1: One-Dimensional Random Walk Modeling the Temporal
Dynamics of Posting Behavior

RW-1 module models the temporal dynamics of a blogger’s posting behavior.
RW-1 is a random walk on a discrete number line starting at origin. Let s(t)
denote the position of a random walker at time tick t. A fair coin is flipped at each
time tick (t ≥ 0, s(0) = 0). For all head outcomes the position is incremented by
a unit (s(t+1) = s(t)+1), and for tail outcomes the position is decremented by
a unit (s(t+1) = s(t)−1). We also finitely bound the length of random walk. In
our initial analysis we assume that the bound is fairly large i.e. n → ∞. For the
time tick when current position crosses origin (i.e. s(t) = 0) a post is published
by a blogger. This is also known as zero-crossing. Let torigin denote this time
tick. Consequently, inter-posting time is denoted by torigin − 0 = torigin. In the
following text, we provide a mathematical analysis of two important properties
of RW-1.

Probability Distribution of Inter-posting Times: We want to find the
probability distribution function of zero-crossing, i.e. returning to origin. Note

… -1 0-2 2 n1-n
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P0|-1

P2|1
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…

Fig. 3. RW-1: One-dimensional random walk
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that the probability of returning to origin is zero for odd number of time ticks.
Also the probability of zero-crossing is 2−t

(
t

t/2

)
for even number of time ticks.

It can be shown after applying Stirling’s formula to inter-posting time: p ∝ t−a,
where a is a positive constant. This shows that the distribution of inter-posting
time should follow a power law in the graphs generated by our model.

Burstiness of Inter-posting Times: To mathematically model burstiness,
we model the probability distribution function of zero-crossing after l steps. To-
wards this end, we first model the random walk process using a Markov chain
shown in Figure 3. Note that n � l and conditional probabilities P0|1, P1|0, ... =
1
2 . It can be empirically shown using the Pascal’s triangle that the probability
distribution of landing at state s after l steps decays quickly for the increasing
values of s (see Figure 4(a)) [14]. Equivalently, we can show using the Stir-

ling’s formula that: P (s, l) = 2√
2πl

e
−s2
2l . Since we are interested in finding the

probability distribution of zero-crossing, i.e. s = 0. Hence, we can simplify this
relationship to: P (0, l) = 2√

2πl
.

In order to model the burstiness of zero-crossing process, we collapse all non-
zero states to a single state for simplification. Moreover, we exploit the symmetry
of the problem to combine positive and negative states. As a result, we get a
1st order, 2 state, discrete time Markov chain. It is also known as the Gilbert-
Elliot model [13]. The states here represent the position after l steps. Using the
above-mentioned model, state 0 refers to origin on the number line and state 1
jointly models the rest of non-origin positions. A suitable measure to model the
burstiness of the Gilbert-Elliot model was proposed in [13]. It is called memory
μ and is defined as: μ = 1−P0|1−P1|0, where −1 ≤ μ ≤ 1. μ = 0 corresponds to
zero memory, μ > 0 corresponds to persistent memory, and μ < 0 corresponds to
oscillatory memory. Note that P1|0 = P0|0 = 0.5 and P0|1 = 1 − P1|1; therefore,
the relationship for μ can be reduced to: μ = P1|1 − 1

2 . After plugging the
probability of staying in state 1 after l steps from our previous analysis (while
assuming homogeneity), we get: μ = 2√

2πl
− 1

2 . Figure 4(b) shows the variation
in memory of zero-crossing with respect to walk length. Note that μ → −0.5 as
l → ∞.

Given the posting times in a real-world blog network, a well-known method
to empirically quantify the burstiness of inter-posting times is using the entropy
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plot. The entropy plot of a self-similar process is linear and the slope of the
entropy plot quantifies the burstiness. The slope of the entropy plot varies in the
range [0, 1], where 0 refers to a highly bursty process and 1 indicates a periodic
(non-bursty) process. In [5], the authors showed that the slope of the entropy
plot was approximately 0.88 for a sample of the blogosphere, which is in the
middle of the two extremes. This observation could not be explained by their
proposed model.

On the other hand, the burstiness of inter-posting times predicted by our pro-
posed model varies as the function of the length of random walk. Therefore, we
can tune this parameter to generate realistic blogosphere networks. To perform
a one-to-one comparison between the burstiness predicted using our proposed
model and that empirically measured using the entropy plot, we generate a sam-
ple blogosphere with a total of 100, 000 blogs, 500, 000 posts, and the length of
random walk was set to 10. Figure 4(c) shows the entropy plot of inter-posting
timings in a blogosphere network generated using mRW model. It is evident
from the regression fit that the plot is almost linear while the slope of the fit
is about 0.7 < 1, which is close to what was observed for the real-world blogo-
sphere in [5]. Furthermore, our model can also establish the type of burstiness.
The negative sign shows that the burstiness of zero-crossing process is in fact
oscillatory. This shows that the probability of remaining in a given state is lower
than the steady-state probability of being in that state [13].

4.3 RW-2/3: Random Walk on Blog Graph (Explore/Exploit)

RW-2 and RW-3 modules model the linking behavior of a blogger. Some pre-
vious studies have proposed to choose blogs proportional to their in-degree [5].
However, in real-world scenarios, a blogger does not know all blogs linking to
a given blog. Rather, only a small fraction of in-linking blogs may be known.
In fact, many well-known blogging platforms, such as Blogger and Wordpress,
explicitly provide some of the in-linking blogs. We conclude that the total num-
ber of in-links to a blog is a global information and is not locally visible to an
individual blogger. Therefore, a realistic and intuitive generative model of the
blogosphere should only use information locally visible to individual bloggers to
mimic their linking behavior. In this paper, we propose to use random walk on
the directed blog graph to model the linking behavior of bloggers while using
only locally visible information. The properties of random walks on graphs have
been well-studied in previous research [16, 17].

RW-2 module mimics the explore mode of a blogger and initiates at a randomly
chosen vertex v in the blog graph. The blog reached at the end of a random walk
is selected. The length of random walk l for every blogger is selected at the start
of blogging activity. For the ith step of random walk (i ≤ l), let Ov(i) and Iv(i)
denote the set of all outgoing and incoming links respectively for vertex v(i). Also,
let I(i) ∈ Iv(i) denote the singleton set containing the incoming traversal link
for ith step of the random walk. The outgoing traversal link at step i is uniform-
randomly chosen from the set of links Si, which is defined as: S = Ov(i) ∪ I(i).
I(i) provides ‘immediate backtrack’ functionality via incoming traversal link.
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RW-3 module captures the “exploit” mode of a blogger. It is the same as RW-
2 module except for the fact that the walk always starts at the corresponding
node of blogger conducting the walk. We show later in Section 4.6 that the
probability of link creation in both RW-2 and RW-3 is proportional to in-degree
while using only locally visible information.

4.4 RW-4: Random Walk on Reverse Chronological Post List

In RW-4 module, a blogger chooses a post from the blog selected in modules
RW-2 or RW-3. The post list is typically ordered in the reverse-chronological
order and the links between posts are undirected. The length of random walk
l in RW-4 is the same as used in RW-1/2/3. The random walk is always
initiated at the post P1 which is denoted by v(1). Note that deg(v(i)) = 2,
∀i ∈ {2, 3, ..., l − 1}.

The formal analysis of RW-4 is similar to that of RW-1. RW-4 is essentially
one-sided subset of RW-1 if l � k, where k is the size of post list. The dis-
tribution of final position s is similar to the one plotted in Figure 4(a). It is
evident that the more recent posts have higher probability of being selected for
link creation and this procedure is reflective of real-world behavior of bloggers.

4.5 RW-5: Random Walk on Post Graph (Link Expansion)

RW-5 module models the link expansion behavior, which is found in real-world
blogs. In link expansion, a blogger recursively refers to some out-links of the
selected post. In RW-5 module, a blogger probabilistically creates links to posts
linked by the post that is selected by RW-4. This random walk is initiated at
the selected post on the out-directed post graph. The length of random walk l
is the same as used in all other random walks. For the ith step of random walk
(i ≤ l), let Ov(i) denote the set of all outgoing links for vertex v(i). Also, let
I(i) ∈ Iv(i) denote the singleton set containing the incoming traversal link for
ith step of random walk. The outgoing traversal link is uniform-randomly chosen
from the set of links Si which is defined as: Si = Ov(i) ∪ I(i). We provide the
formal analysis for RW-5 in Section 4.6.

4.6 Formal Analysis of RW-2/3/5

We now provide a formal analysis of random walks on blog and post graphs in
modules RW-2, RW-3, and RW-5. Note that random walk procedure uses only
locally visible information. The goal of our formal analysis is to show that the
random linking via random walks is equivalent to the well-known preferential
attachment principle found in real-world blogs [15].

Towards this end, let P (v) denote the probability that vertex v is chosen
for linking at the end of random walk which starts from vertex w out of total
N vertices. Also let P (w) denote the probability that vertex w is chosen for
start of random walk, so P (w) = 1/N . Using Bayes rule, we can show that:
P (v) = P (v|w)P (w)

P (w|v) . We note that the destination vertex at every step of random
walk is chosen randomly from the set of existing links, i.e., P (v|w) = 1/deg(w).
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Similarly, it can be shown that P (w|v) = 1/deg(v). We combine these obser-
vations to get the following result: P (v) = deg(v)

Ndeg(w) . Note that if w is chosen
randomly then deg(w) = μdeg, where μdeg is the average degree of the graph
which is constant. We conclude that: P (v) ∝ deg(v). This result is essentially
the mathematical formulation of the preferential attachment principle.

5 Experimental Results

In this section, we gauge the properties of the blogosphere networks generated
using our proposed mRW model. We analyze various properties of static snap-
shots of the generated blog networks.

5.1 Inter-Posting Time

In Section 4.2, our formal analysis showed that inter-posting times of simulated
bloggers are self-similar and that the distribution of inter-posting times follows
a power-law. Figure 5(a) shows the distribution of inter-posting times for a
randomly selected blogger in our proposed model with length of random walk
equal to 10. Note that we have sorted the post-index with respect to its inter-
posting time. The data clearly follows a straight line on a log-log scale. The
high value of goodness-of-fit parameter R ≈ 0.98 for the regression line confirms
that the distribution of inter-posting times follow a power law distribution. This
indicates the fact that blogging activity can be characterized by long periods of
inactivity separated by sudden and short periods of activity.

5.2 Blog In-Degree

In Figure 5(b), we show the blog in-degree distribution of a randomly chosen
generated blogosphere. Here we have sorted the blog-index with respect to its
degree. A power-law curve is fitted on the data at log-log scale. The high value
of goodness-of-fit parameter R ≈ 0.95 shows that we have reasonable confidence
in this observation. This highlights the fact that only a few blogs receive large
number of in-links and a majority of blogs remain unnoticed.

5.3 Post In-Degree

Figure 5(c) shows the distribution of post in-degree for one of the blogospheres
generated using mRW model. A reasonable portion of the observed data follows
the straight line of the log-log scale. The high value of goodness-of-fit parameter
R ≈ 0.98 highlights the scale-free nature of the graph evolved using our proposed
model. Similar to our observation for blog in-degree, this also highlights that only
a few posts get linked by a large number of other posts.

5.4 PageRank

PageRank is a well-known measure which forms the core of Google web search en-
gine developed by Brin et al. [2,3]. PageRank value is essentially an importance
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weight assigned to every node in a network. The links from blogs with larger
in-degrees are considered relatively more significant in PageRank computation.
PageRank value is established from the principal eigenvector of the adjacency
matrix of a graph. In our analysis, we have found that the distribution of PageR-
ank values of blogs follows a power-law. Figure 5(d) shows the distribution of
PageRank of blogs for one of the blogospheres generated using our proposed
mRW model. It is evident that the PageRank distribution follows a straight line
on the log-log scale and has a high value of goodness-of-fit parameter R ≈ 0.99.

6 Conclusion

In this paper, we have presented a novel and intuitive model using multiple
random walks for generating the blogosphere. This model overcomes the limita-
tions of previously proposed models. Furthermore, the results of our experiments
show that the blogosphere generated using our proposed mRW model possess
well-studied properties of the real-world blog graphs. In future, we plan to ex-
plore the control provided by our proposed model over other structural properties
of the generated blogosphere using a single input parameter i.e. the length of
random walk.

The successful modeling of topological and temporal dynamics of the blogo-
sphere using random walk has several several interesting applications: For exam-
ple, graph extrapolation can be done by predicting the trajectory of individual
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random walkers (bloggers) constituting the blogosphere. The only parameter to
be estimated in this regard is the length of random walk. (2) The developed
model can also be utilized to study and predict the effect of active probing (e.g.
applying certain constraints on link creation) on topological and temporal prop-
erties of networks.
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Abstract. The Network Formation problem has received increasing at-
tention in recent years. Previous works have addressed this problem con-
sidering almost exclusively networks designed by selfish users, which can
be consistently suboptimal.

This paper addresses the network formation issue using cooperative
game theory, which permits to study ways to enforce and sustain cooper-
ation among agents. Both the Nash bargaining solution and the Shapley
value are widely applicable concepts for solving these games. However, we
show that the Shapley value presents three main drawbacks in this con-
text: (1) it is non-trivial to define meaningful characteristic functions for
the cooperative network formation game, (2) it can determine for some
players cost allocations that are even higher than those at the Nash Equi-
librium (i.e., if players refuse to cooperate), and (3) it is computationally
very cumbersome.

For this reason, we solve the cooperative network formation game
using the Nash bargaining solution (NBS) concept. More specifically, we
extend the NBS approach to the case of multiple players and give an
explicit expression for users’ cost allocations. Furthermore, we compare
the NBS to the Shapley value and the Nash equilibrium solution, showing
its advantages and appealing properties in terms of cost allocation to
users and computation time to get the solution.

Numerical results demonstrate that the proposed Nash bargaining
solution approach permits to allocate costs fairly to users in a reasonable
computation time, thus representing a very effective framework for the
design of efficient and stable networks.

Index Terms: Network Formation, Cooperative Game Theory, Coali-
tion, Nash bargaining solution, Shapley value.

1 Introduction

The Network Formation problem has become increasingly important given the
continued growth of computer networks such as the Internet. The design of such
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networks is generally carried out by a large number of self-interested actors
(users, Internet Service Providers . . . ), all of whom seek to optimize the quality
and cost of their own operation.

Over the past years, the network formation problem has been tackled almost
exclusively from a non-cooperative point of view. Recent works [1,2,3,4,5] have
modeled how independent selfish agents can build or maintain a large network
by paying for possible edges. Nash equilibria in such games, however, can be
much more expensive than the optimal, centralized solution. This is mainly due
to the lack of cooperation among network users, which leads to design costly
networks.

The underlying assumption in all the above works is that agents are completely
non-cooperative, isolated entities. However, this assumption could be not entirely
realistic, for example when network design involves long-term decisions (e.g., in
the case of Autonomous Systems peering relations). It is more natural that
agents will discuss possible strategies and, as in other economic markets, form
coalitions taking strategic actions that are beneficial to all members of the group.
Moreover, incentives could be introduced by some external authority (e.g., the
network administrator, government authority) in order to increase the users’
cooperation level.

Preliminary works, like [6,7], tried to overcome this limitation by incorporating
a socially-aware component in the users’ utility functions. This solution, though,
can be insufficient to obtain cost-efficient networks in all scenarios. In fact, it has
been demonstrated in [6] that, quite surprisingly, highly socially-aware users can
form stable networks that are much more expensive than the networks designed
by purely selfish users.

To address the above issues, in this paper we formulate the network formation
problem as a cooperative game, where groups of players (named coalitions) coor-
dinate their actions and pool their winnings; consequently, one of the problems
is how to divide the cost savings among the members of the formed coalition.

The Shapley value and the Nash bargaining solution are widely applicable
solution concepts for cooperative games. The former has appealing properties,
since it provides a unique and fair solution [8]. The Nash bargaining approach,
on the other hand, studies situations where two or more agents need to select
one of the many possible outcomes of a joint collaboration [9,10]. Examples
include wage negotiation between an employer and a potential employee, or trade
negotiation between two countries. Each party in the negotiation has the option
of leaving the table, in which case the bargaining will result in a disagreement
outcome. The Nash bargaining solution (NBS) is a very effective tool to model
interactions among negotiators, and is unique for bargaining games satisfying
Pareto optimality, symmetry, scale independence, and independence of irrelevant
alternatives [9,10].

However, we will show that the Shapley value presents several drawbacks in
this context: (1) it is non-trivial to define meaningful characteristic functions
for the cooperative network formation game, (2) the cost allocation determined
by the Shapley value can be, in some cases, even costlier than that obtained at
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some Nash equilibrium, and (3) for our network formation game, it cannot be
determined in a reasonable computation time.

For these reasons, we propose a Nash bargaining approach to solve the co-
operative network formation problem. More specifically, as a key contribution,
we extend the Nash bargaining solution for the cooperative network formation
problem to the case of multiple players with linear constraint, and give explicit
expressions for users’ cost allocations. To the best of our knowledge, the derived
explicit expressions are new.

Furthermore, we perform a thorough comparison of the proposed Nash bar-
gaining solution with other classic approaches like the Shapley value and the
Nash equilibrium solutions, using different network scenarios.

Numerical results demonstrate that the proposed Nash bargaining solution
can compute efficient cost allocations in a short computing time, thus represent-
ing a very effective tool to plan efficient and stable networks.

The main contributions of this work can therefore be summarized as follows:

– the formulation of the network formation problem as a cooperative game,
where players cooperate to reduce their costs.

– The proposition of a novel Nash bargaining solution for the n-person cooper-
ative network formation problem, which has appealing properties in terms of
planning efficient networks and cost allocations in a reasonable computation
time.

– A comparison of the proposed approach with classic solutions, like the Shap-
ley value and the Nash equilibrium concepts, in large-size network topologies.

The paper is organized as follows: Section 2 discusses related work. Section 3 in-
troduces the cooperative network formation game, the proposed Nash bargaining
solution. Section 4 presents numerical results that demonstrate the effectiveness
of the NBS approach in different realistic network scenarios. Finally, Section 5
concludes this paper.

2 Related Work

The network formation problem has been addressed in several recent works,
mainly in the context of non-cooperative games [1,2,6]. The works in [3,4,11,12]
have further considered coordination issues among players.

The so-called Shapley network design game is proposed in [1]. In this non-
cooperative network formation game, each player chooses a path from its source
to its destination, and the overall network cost is shared among the players in
the following way: each player pays for each edge a proportional share ce

xe
of the

edge cost ce, where xe is the number of players that choose such edge. In [6], the
Shapley network design game is extended, adding a socially-aware component
to users’ utility functions.

The survey article in [11] presents the most notable works on network for-
mation in cooperative games ; furthermore, the existence of networks that are
stable against changes in link choices by any coalition is studied in [13]. In [14],
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Andelman et al. analyze strong equilibria with respect to players’ scheduling as
well as a different class of network creation games in which links may be formed
between any pair of agents. For these latter games, strong Nash equilibria (i.e.,
equilibria where no coalition can improve the cost of each of its members) achieve
a constant Price of Anarchy, which is defined as the ratio between the cost of the
worst Nash equilibrium and the social optimum. Strong Nash equilibria ensure
stability against deviations by every conceivable coalition of agents. A similar
problem is considered in [12], where nodes can collaborate and share the cost of
creating any edge in the host graph.

The works in [3,4] study the existence of strong Nash equilibria in network
design games under different cost sharing mechanisms. More specifically, the au-
thors in [3] show that there are graphs that do not admit strong Nash equilibria,
and then give sufficient conditions for the existence of approximate strong Nash
equilibria.

The idea of using the Nash bargaining solution in the context of telecommuni-
cation networks has been considered in different networking scenarios. Such ap-
proach was first presented for packet-switched data networks by Mazumdar et al.
[15]. The concept of Nash bargaining solution is used by Yaiche et al. [16] to derive
a price-based resource allocation scheme that can be applied to the available bit
rate service in ATM networks. In [17] the authors propose a scheme to allocate
subcarrier, rate, and power for multiuser orthogonal frequency-division multiple-
access systems. The approach considers a fairness criterion, which is a generalized
proportional fairness based on Nash bargaining solutions and coalitions.

The reader is referred to the next section, to the book by Muthoo [9] and the
paper by Nash [10] for a general introduction to the Nash bargaining solution
concept.

3 Cooperative Network Formation Game: Formulation
and Solutions

This section illustrates the cooperative network formation game considered in
this work, and describes the proposed Nash bargaining solution (NBS). A review
of the Shapley value approach is preliminarily proposed for comparison reasons.

3.1 Network Model

We are given a directed graph G = (V, E), where each edge e has a nonnegative
cost ce; each player i ∈ I = {1, 2, . . . n} is identified with a source-destination
pair (si, ti), and wants to connect his source to the destination node with the
minimum possible cost. Note that ce represents the total edge cost, which is
shared among the players according to the allocation algorithms we will describe
in the following.

We consider a cooperative game in strategic form G = 〈I, A, {J i}〉, where I is
the set of players, Ai is the set of actions for player i, A = A1 × . . .×An, and J i

is the objective (cost) function, which player i wishes to optimize (minimize).
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In a cooperative game, players bargain with each other before the game is
played. If an agreement is reached, players act according to such agreement,
otherwise players act in a non-cooperative or antagonistic way. Note that the
agreements must be binding, so players are not allowed to deviate from what is
agreed upon.

3.2 The Shapley Value Solution

We now review the Shapley value solution approach, and discuss meaningful
definitions for the characteristic function.

The Shapley value is a widely applied concept for solving cooperative games.
It is a possible way to allocate the total costs among the members of a coali-
tion, taking into account their different importance for the coalition. The main
advantage of the Shapley value is that it provides a solution that is both unique
and fair: it is unique in the class of subadditive cooperative games (see definition
below); it is fair in a sense that it satisfies a series of axioms intuitively associ-
ated with fairness (see [8]). However, while these are both desirable properties,
the Shapley value has one major drawback: for many coalition games, including
our network formation game, it cannot be determined in a reasonable time. We
shall discuss computation aspects in more detail below.

A Shapley function φ is a function that assigns to each possible characteristic
function v a vector of real numbers, i.e.,

φ(v) = [φ1(v), . . . , φi(v), . . . , φn(v)], (1)

where φi(v) represents the cost of player i in the game.
The characteristic function, v, is a real-valued function that associates with

every non-empty subset S of I (i.e., a coalition) a real number v(S), the cost
of S; v(S) must satisfy the following properties1:

1. v(∅) = 0.
2. (Subadditivity) if S and T are disjoint coalitions (S ∩ T = ∅), then v(S) +

v(T ) ≥ v(S ∪ T ).

This latter property means that cooperation can only help but never hurt.
Note that defining the characteristic function is not straightforward for the

cooperative network formation game considered in this work, since a “natu-
ral” definition can violate the subadditivity property, as we will discuss in the
following.

The three definitions reported hereafter “naturally” arise in our networking
problem as candidate characteristic functions:

1. Players in S and players in I−S form two separate coalitions. Each coalition
tries to minimize the total cost for its members, taking into account the
selfish behavior of the other coalition. A Nash equilibrium is reached, and
v(S) is defined as the total cost for members in S at this equilibrium.

1 The second one is required to guarantee the uniqueness of the Shapley value solution.
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2. The value of the coalition S is defined as its security level, i.e. as the mini-
mum total cost that S can guarantee to itself when members in I − S act
collectively in order to maximize the cost for the coalition S.

3. The value of coalition S is equal to the minimum cost that its members
would incur if players in I − S would be absent.

We note that, in our specific game, these three definitions give increasing value
to a coalition S. In fact, when players in I − S minimize their own cost (first
definition), their path choices cannot be as bad for S as when they try to maxi-
mize the cost for S (second definition). Still, when players in I − S are present,
they are obliged to select paths to connect their source-destination pairs, and
some of these links may be used also by players in S, so that v(S) is smaller in
the second definition than in the third.

To better illustrate the differences underlying these definitions, let us consider
the hexagon network scenario of Figure 1, with 6 links and 3 players having the
following source-destination pairs: (s1, t1), (s2, t2) and (s3, t3). All link costs are
equal to 1, except for link t3 → t2, which has a cost equal to 1 − ε, ε being a
very small constant.

3

2

t3

t1
s1

1

1

1−ε1

1 1

s2

s

t

Fig. 1. Hexagon network topology: the 3 players must connect their source-destination
nodes (si, ti). The optimal solution, which in this case coincides with both the Nash
equilibrium point and the Nash bargaining solution, is illustrated with dashed lines.

Table 1 reports, for each of the three above definitions, the corresponding
characteristic function values. It can be easily checked that definition (1) does
not lead to a characteristic function, since the subadditivity property is not
satisfied (for example, v(12)+v(3) < v(123)), and therefore it cannot be used to
compute Shapley values. Indeed, with such definition, cooperation among players
can lead to costlier solutions. On the other hand, definitions (2) and (3) lead to
characteristic functions.

Theorem 1. In the Cooperative Network Formation Game, the security level
(definition 2) and the minimum cost of the coalition (definition 3) satisfy the
axioms of characteristic function.

Proof: See Research Report [18].
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Table 1. Hexagon network scenario: characteristic function values, v(S), for definitions
(1), (2) and (3)

Characteristic Function value (v(S))

Coalition (S) Definition (1) Definition (2) Definition (3)

∅ 0 0 0

1 1 1 1

2 2.5-ε 2.5-ε 3-ε

3 0.5 1 1

12 3 3 3

13 1.5 1.5 2

23 3-ε 3-ε 3-ε

123 4-ε 4-ε 4-ε

To calculate the Shapley function, suppose we form the grand coalition (the
coalition containing all n players) by entering the players into this coalition one
at a time. As each player enters the coalition, he is charged the cost by which his
entry increases the cost of the coalition he has entered. The cost a player pays
by this scheme depends on the order in which the players enter. The Shapley
value is just the average cost charged to the players if they enter in a completely
random order, i.e.

φi =
∑

S⊂I,i∈S

(|S| − 1)!(n − |S|)!
n!

(v(S) − v(S − {i})). (2)

It can be proved that the problem of computing the Shapley value is an NP-
complete problem. Polynomial methods, based on sampling theory, have been
proposed in [19] for approximating the Shapley value; these estimations, though,
are efficient only if the worth of any coalition S can be calculated in polynomial
time, which is not the case for our problem.

In fact, even using the approximation methods proposed for example in [19],
it is necessary to compute the worth of an extremely large number of coalitions,
which is computationally very cumbersome, while as we see next, our proposed
Nash bargaining solution needs only computing the worth of the grand coalition.

3.3 The Nash Bargaining Solution (NBS)

Since the computation cost of the Shapley value can be extremely high in network
scenarios with many players, in this paper we consider another approach to
cooperative game: Nash bargaining. We will show that the computation of the
Nash bargaining solution is very light.

Let ui denote the maximal acceptable cost that user i is willing to pay. In the
present work we suggest the following three options:

1. the cost for user i to connect its source-destination nodes in a purely non-
cooperative game (i.e., the Nash equilibrium solution);
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2. the cost for user i to connect its source-destination nodes in a zero-sum game
where all the other players are trying to maximize the cost of user i;

3. the cost for user i to connect its source-destination nodes when there is no
other player.

The vector u = {u1, u2, . . . un} is also denoted as the disagreement point of the
cooperative network formation game (i.e., what will happen if players cannot
come to an agreement). Clearly, the cost achieved by every player at any agree-
ment point (every possible outcome of the bargaining game) has to be at most
equal to the cost achieved at the disagreement point.

We now derive a Nash bargaining solution for allocating the total network
cost to users. To this aim, we extend the well-known two-player NBS concept
to the n-player network formation game, considering transferable network costs,
providing explicit expressions. This assumption means that the players or the
system administrator can redistribute the total cost among the players.

Let usoc denote the total network cost resulting from social optimization.
This can be computed, for example, formulating the generalized Steiner Tree
problem [20] with an Integer Linear Program, using a mathematical program-
ming model (like AMPL), and solving it with a commercial solver (like CPLEX).
Solving such problem provides the least-cost network topology that connects all
source-destination pairs.

Then, the Nash bargaining solution can be given in explicit form.

Theorem 2. The Nash bargaining solution for player i, αi is given by the fol-
lowing expression:

αi = ui −
∑

k uk − usoc

m
, (3)

where m coincides with the number of players n (i.e., m ≡ n) if we allow for
negative costs (i.e., some αi values are negative, which means that some players
are actually paid to ensure their participation). Otherwise, if only non-negative
costs are allowed (or equivalently, if no positive transfers are permitted), m is
defined as the largest integer for which the following inequality is satisfied:

1
m − 1

(
m−1∑
i=1

ui − usoc) < um (4)

having assumed, without loss of generality, that players are ordered such that
u1 ≥ u2 ≥ . . . ≥ un.

Proof: See Research Report [18].

We would like to emphasize that in the first case α values can be positive or
negative, while in the second case α values are non-negative. In particular, m
gives the number of non-zero α values, i.e., α1, α2, . . . αm are positive and given
by expression (3), while αm+1, . . . αn are equal to zero.
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4 Numerical Results

This section reports the numerical results obtained applying our proposed Nash
bargaining solution (NBS) to cooperative network design games played in var-
ious network scenarios, including simple network instances and more complex
random topologies. The NBS, computed as illustrated in the previous section, is
compared both to the cost allocation provided by the Shapley value, as well as
to a Nash equilibrium solution. This latter is determined in the non-cooperative
network formation framework proposed in [1], revised in Section 2, starting from
the empty network and using a best response algorithm where each user greedily
minimizes its path cost until an equilibrium is reached.

We assume that positive transfers are allowed. To compute the Shapley value,
we further assume that the worth of a coalition S is the minimum cost that its
members would incur if players in I − S would be absent (definition 3). This
allows us to consider the “worst case”, i.e. the costlier definition for a coalition,
as discussed before. As for the disagreement point ui in the NBS, we reasonably
assume that it is the cost for user i to connect its source-destination nodes in a
purely non-cooperative game (i.e., the Nash equilibrium solution). However, we
underline that our proposed NBS approach is general and can be applied to any
problem setting. The investigation of the impact of other characteristic function
and disagreement point choices is left as future research issue.

Let us first consider the simple network scenario already illustrated in
Figure 1, with 6 links and 3 players. The optimal network cost is here usoc = 4−ε,
and coincides with the cost of the network formed at the Nash Equilibrium Point
(NEP). The Nash equilibrium and the Shapley value solutions for this scenario
are reported in Table 2, together with the Nash bargaining solution, which in
this case coincides with the NEP.

Numerical results show that the solution given by the Shapley value for
player 3 (5−2ε

6 ≈ 0.83) is costlier than that of the Nash equilibrium, 0.5. We
further observe that even defining the value of a coalition as its security level
(definition 2, Section 3.2) leads to the same Shapley values reported in Table 2.
As a consequence, the Shapley value solution is somehow unstable for all the con-
sidered definitions of the characteristic function, since some players (i.e., player
3 in this scenario) can deviate to reduce their cost. This is surprising, because
the Shapley value satisfies the individual rationality property, so that the Shap-
ley value allocation is always preferable for each player than playing alone. The

Table 2. Hexagon network scenario with 3 players. The table reports the cost paid by
each player at the Nash Equilibrium Point, the Shapley value and the Nash bargaining
solution. The total network cost is equal to 4 − ε for all allocation algorithms.

Algorithm (s1, t1) (s2, t2) (s3, t3)

NEP 1 2.5 - ε 0.5

Shapley value 5+ε
6

≈ 0.83 14−5ε
6

≈ 2.33 5−2ε
6

≈ 0.83

NBS 1 2.5 - ε 0.5
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apparent paradox originates from the fact that the value of the single player
coalition has been defined either as the cost incurred if all other players are ab-
sent (definition 3), or as its security value, considering that all the other players
are trying to maximize its cost (definition 2). In reality, at the Nash equilibrium,
the cost of player i is smaller than such values and, as we have shown, it can be
even smaller than the Shapley value imputation.

The same behavior can be observed also in more general topologies. To show
this, we considered random network scenarios generated as follows: we randomly
extract the position of N nodes, uniformly distributed on a square area with edge
equal to 1000. As for the network links, which can be bought by players to connect
their endpoints, we consider random geometric graphs, where links exist between
any two nodes located within a range R. The link cost is set to its length.

Table 3 and Figure 2 illustrate the results obtained in a random geometric
graph scenario with 50 nodes, range R = 500 (which means approximately more
than 1200 links) and, respectively, 10 and 15 source-destination pairs (players).
The table and figure report the costs for the players reached at the Nash equi-
librium, the Shapley value as well as our proposed Nash bargaining solution.
The total network cost is reported in the last column; note that such value cor-
responds, for the Shapley value and the Nash bargaining allocation algorithms,
to the socially optimal solution (usoc parameter), which can be obtained as ex-
plained in Section 3.)

It can be observed that, in all scenarios, at least 2 players (marked in bold
in the table, with arrows in Figure 2) have a Shapley value that is higher than
the Nash equilibrium cost. However, the cost saving between the NEP and the
optimal cost (which is approximately 700 and 1250 for the n = 10 and n = 15
scenarios, respectively) could be re-distributed, which is what the Nash bargain-
ing solution does, increasing the appeal of the cost sharing solution.

Obviously, since both the Shapley value and the NBS distribute the social
cost (usoc) among the players, there will be players whose allocation is costlier
under the NBS than with the Shapley value allocation. This happens, in the
numerical examples we considered, for players that have a large cost at the Nash
equilibrium. However, every player is always better off under the NBS allocation
than at the Nash equilibrium, since cost savings are redistributed.

Furthermore, we observe that computing the Shapley value for n = 15 players
took several weeks of computation on the workstation used to obtain the numer-
ical results reported in this paper, i.e., an Intel Pentium 4 (TM) processor with

Table 3. Random geometric network scenario with 10 players. The table reports the
cost paid by each player at the Nash Equilibrium Point, the Shapley value and the
Nash bargaining solution. The total network cost is also reported.

Algorithm P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 Total cost

NEP 283.0 149.4 235.3 824.4 714.8 450.5 674.0 195.6 186.0 266.9 3979.9

Shapley value 260.5 170.6 253.9 717.1 472.8 387.5 508.0 142.5 183.8 175.6 3272.2

NBS 212.3 78.6 164.6 753.6 644.0 379.7 603.2 124.8 115.3 196.2 3272.2
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Fig. 2. Random geometric network scenario with 15 players. The figure reports the cost
paid by each player at the NEP, the Shapley value and the NBS. The total network cost
is equal to 5076.0 at the NEP and to 3802.7 for the Shapley value and NBS allocations.

CPUs operating at 3 GHz and with 1024 Mbyte of RAM. Therefore, computing
the Shapley value for a larger number of players is practically infeasible in such
network scenario. On the other hand, our proposed n-person Nash bargaining so-
lution is very simple to calculate, and could be computed within a few minutes in
all considered network scenarios, thus representing a practical and efficient solu-
tion to the network formation problem.

5 Conclusion

In this paper we proposed a novel and efficient Nash bargaining solution for the
cooperative network formation problem with n players. Our solution has very
appealing properties in terms of planning efficient networks and determining cost
allocations in a very short computation time.

We compared our proposed solution to classic approaches, like the Shapley
value and the Nash equilibrium concepts, in simple and large-size network topolo-
gies, with an increasing number of players.

Numerical results demonstrate that our approach permits to achieve very
effective cost allocations, thus representing an efficient an promising framework
for the planning of stable networks.
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Abstract. Wireless mesh networks (WMNs) are currently accepted as
a new communication paradigm for next-generation wireless networking.
They consist of mesh routers and clients, where mesh routers are almost
static and form the backbone of WMNs.

Several architectures have been proposed to distribute the authen-
tication and authorization functions in the WMN backbone. In such
distributed architectures, new mesh routers authenticate to a key man-
agement service (consisting of several servers, named core nodes), which
can be implemented using threshold cryptography, and obtain a tempo-
rary key that is used both to prove their credentials to neighbor nodes
and to encrypt all the traffic transmitted on wireless backbone links.

This paper analyzes the optimal placement of the core nodes that
collaboratively implement the key management service in a distributed
wireless security architecture. The core node placement is formulated
as an optimization problem, which models closely the behavior of real
wireless channels; the performance improvement achieved solving our
model is then evaluated in terms of key distribution/authentication delay
in several realistic network scenarios.

Numerical results show that our proposed model increases the re-
sponsiveness of distributed security architectures with a short computing
time, thus representing a very effective tool to plan efficient and secure
wireless networks.

Index Terms: Wireless Mesh Networks, Security, Distributed Archi-
tecture, Optimal Node Placement.

1 Introduction

Wireless Mesh Networks (WMNs) have been accepted as a new communication
paradigm able to provide a cost-effective means to deploy all-wireless network
infrastructures [1]. Network nodes of WMNs, named mesh routers, provide access
to mobile users like access points in wireless local area networks, and they relay
information hop by hop like routers, using the wireless medium.

J. Domingo-Pascual et al. (Eds.): NETWORKING 2011, Part I, LNCS 6640, pp. 319–330, 2011.
c© IFIP International Federation for Information Processing 2011
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As the mesh networking technology has become popular, the research com-
munity has proposed innovative security solutions to meet the requirements of
WMNs. However, only few works consider the communication and computational
overhead caused by the proposed protocols in their design.

In WMNs, two different security areas can be identified: one related to the
access of user terminals which can be provided using standard techniques [2],
and the other related to network devices in the backbone of the WMN.

Backbone security is a crucial issue. Mesh networks typically employ low-cost
devices that cannot be protected against removal, tampering or replication. As
a consequence, the research community has proposed several architectures to
authenticate and authorize the mesh devices.

Centralized security solutions, like those proposed in [3,4], can exhibit lower
costs than distributed approaches; however, they are characterized by a single
point of failure (the key management server), which can be exploited by an
adversary to attack and subvert the whole network.

To overcome this problem, some preliminary distributed solutions have been
proposed in the wireless ad hoc and mesh network research fields [5,6,7]. The
essence of all distributed security architectures lies in the necessity for all mesh
routers to transmit periodically to a subset of nodes (which we refer to as core
nodes) the authentication request to be authorized to join the network. The
authorization usually consists of some cryptographic information necessary to
create the temporary key that all mesh routers use to encrypt the traffic trans-
mitted over the wireless backbone.

The deployment of the core nodes is therefore a key element for the perfor-
mance of all distributed wireless security architectures. In fact, each generic mesh
router should be sufficiently close to a subset of core nodes, in order to collect
in the shortest possible time their partial authorization responses necessary to
obtain the entire cryptographic information.

In this paper, we provide a general framework to increase the responsiveness of
all distributed wireless security architectures, by focusing on the optimal place-
ment of core nodes.

In an effort to understand how this issue impacts the performance of WMNs,
our work makes the following unique contributions. (1) First, we propose a novel
and efficient Integer Linear Programming model that optimizes the core node po-
sitions, reducing the overall authentication delay in a WMN where a distributed
security architecture is implemented. (2) Second, we use an effective link metric
that, differently from existing works, models the features of commercial wireless
cards. The metric consider both the available channel rate and the total delay
that packet transmissions experience over wireless links. (3) Third, we evaluate
the proposed model in several realistic network scenarios, comparing the re-
sponsiveness of the two architectures proposed in [4] and [7]. Numerical results
demonstrate that our proposed model permits to improve consistently the WMN
responsiveness. Furthermore, our model can be solved to the optimum in a short
computing time, even for large-scale network topologies, thus representing an
important tool to design secure and efficient distributed wireless mesh networks.
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The paper is structured as follows: Section 2 discusses related work. Section 3
briefly presents two typical security architectures, one fully distributed, the other
centralized, which will be used in the Numerical Results section to gauge the
performance of our proposed node placement model. Section 4 describes the
Integer Linear Programming model that finds the optimal placement of core
nodes. Section 5 discusses numerical results that show the effectiveness of our
approach in a set of realistic network scenarios. Finally, conclusions and future
research issues are presented in Section 6.

2 Related Work

Several works investigate the use of cryptographic techniques to achieve high
fault tolerance against network partitioning. In [5] and [8], two different ap-
proaches are presented to allow specific coalitions of devices to act together as
a single certification authority, whereas in [9] a hierarchical key management
architecture is proposed to obtain an efficient establishment of distributed trust.
Capkun et al. [10] propose a fully self-organized public-key management scheme
that does not rely on any trusted authority to perform the authentication of
other peer nodes. The public key management schemes proposed in [6] and [11]
further enhance the security of distributed approaches by using proactive se-
cret sharing and fast verifiable share redistribution techniques which permit to
update periodically the secret shares.

Even though these distributed systems improve the network fault tolerance
by removing the single point of failure introduced by centralized schemes, they
are not very efficient in terms of computational or communication overhead. On
the other hand, the centralized architecture proposed in [4] (MobiSEC), provides
both access control for mesh users and routers with a negligible impact on the
network performance. However, this latter solution is characterized by a single
point of failure (the key management server), which can be exploited by an
adversary to attack and subvert the whole network.

In summary, we underline that none of the above solutions considers the per-
formance optimization issue in its design, while in this paper we provide a general
framework to increase the responsiveness of all distributed security architectures.

The problem of finding the optimal places of network nodes that perform
specific tasks in WMNs has been extensively studied in literature. In particu-
lar, this problem can be considered as a variation of the Capacitated Facility
Location Problem (CFLP), which has been studied in the field of Operations
Research [12]. Several works have extended the CFLP in order to model the con-
straints of the wireless environment and maximize the network throughput [13],
or optimize the gateway placement while enabling an efficient reuse of the avail-
able resources [14]. Since CFLP is NP-hard, several heuristic algorithms have
been proposed to efficiently solve such problems [15,16].

To the best of our knowledge, this paper is the first that addresses the core
node placement problem in WMNs protected by distributed security architec-
tures. This is performed using an optimization tool, while simulation results
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confirm the performance improvement derived from applying our proposed node
placement strategy.

3 Centralized versus Distributed Security Architectures

This section briefly introduces two security architectures, one fully centralized
(named MobiSEC [4]), the other completely distributed (named DSA-Mesh [7]).
Their performance will be compared in the Numerical Results section under
the proposed node placement model. The goal is simply to illustrate the main
differences between centralized and distributed security approaches in WMNs.
We underline that our proposed model is general and can be applied to optimize
the node placement of any distributed wireless security architecture.

MobiSEC and DSA-Mesh adopt a similar approach to protect the backbone
of a WMN, that is, all mesh routers obtain the same temporary secret which is
used both to prove their credentials to neighbor nodes and to encrypt all the
traffic transmitted on the wireless backbone links.

In MobiSEC, backbone security is provided as follows: each new router that
needs to connect to the mesh network first authenticates to the nearest mesh
router exactly like a client node, gaining access to the WMN. Then it performs a
second authentication, connecting to a Key Server able to provide the credentials
to join the mesh backbone. Finally, the Key Server distributes the information
needed to create the temporary key that all mesh routers use to encrypt the
traffic transmitted over the wireless backbone.

On the other hand, DSA-Mesh is a completely distributed architecture, since
it distributes the Key Server functionalities among a group of core nodes using
threshold cryptography [7]. In the DSA-Mesh architecture, the Key Server con-
sists of n special mesh routers (the core routers), which collaboratively generate
the new session secret and provide it to the other backbone nodes (the generic
mesh routers). The employment of threshold cryptography permits to reduce
the overhead of the authentication and key management protocols, since it en-
ables t out of n core mesh nodes to perform this operation jointly, whereas it is
infeasible for at most t − 1 nodes to do so, even by collusion. Throughout the
paper, we will use the notation (n, t) to indicate such a threshold cryptographic
system. Since we assume that a WMN contains t tamper-resistant nodes, n can
be at most equal to 2t − 1 in order to make it impossible to compromise the t
nodes necessary to recover the session secret. For this reason, and for maximizing
at the same time the network reliability to node failures, the most reasonable
setting, adopted in the following, is n = 2t − 1.

A generic mesh router, after entering in the radio range of a mesh router
already connected to the wireless backbone, broadcasts its first request to the
entire network to obtain the secret used in the current session by the other
routers that form the backbone, and the time when it was generated.

Each core node that receives the request from a generic node, after verifying
the authenticity of the request, sends back the session secret and the timestamp
encrypted with the public key of the generic node, and signs the message with its
partial secret of the key service private key.
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The generic node, after receiving at least t different responses, combines them
and verifies the digital signature of the message using the key service public key.
If the digital signature of the message is correct, then the generic node decrypts
the message and obtains the secret used by all mesh routers to create the key
sequence of the current session. Finally, the generic node, based on the instant
at which it joins the backbone, computes the key currently used to protect the
wireless backbone and its remaining validity time.

Therefore, in the DSA-Mesh architecture the core nodes distribute the infor-
mation needed to create the temporary key used by all mesh routers.

Figure 1 shows an example WMN with the message exchanges performed
between generic and core nodes. A (5,3) threshold scheme is adopted, that is,
there are t = 3 tamper resistant nodes out of n = 5 core nodes; black and
white circles represent core and generic nodes, respectively.

For the sake of clarity, we draw only the messages necessary to compute the
signature, which are represented by solid arrows for requests (from generic to
core nodes), and by dashed arrows for core node responses.

Fig. 1. Distributed security architecture: a (5,3) threshold scheme is adopted in this
example WMN, where black and white circles represent, respectively, core and generic
nodes. Solid lines represent requests, while dashed lines represent core node responses.

4 Optimal Core Node Placement

This section formulates the core node placement in distributed wireless secu-
rity architectures as an optimization problem. In particular, an Integer Linear
Programming (ILP) model is provided to solve the placement problem.

The input consists of a set of network node locations, N , the number t of mes-
sages needed to reconstruct the session secret (which is equal to the number of
tamper-resistant nodes in the WMN), the total number n = 2t− 1 of core nodes,
and finally a distance (or cost) dij between each pair of network nodes i, j ∈ N .

The problem consists in placing the n core nodes in order to minimize the max-
imum distance between each generic node and the farthest of the t closest core
nodes. The rationale behind minimizing the maximum distance between generic
and core nodes lies in the fact that only when t core node messages are collected,
each generic node candiscover the key used to encrypt data on theWMNbackbone.

The setting of the distance function is a key element for an effective modeling
of the behavior of a real WMN. For this reason, we propose to define it as the
expected transmission delay, which depends both on the data rate (transmission
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time) and channel length (propagation time). More precisely, we compute the
path loss of each wireless link, and then we evaluate the achievable transmission
rate according to that provided by the data sheet of the Wistron CM9 commer-
cial wireless cards (based on Atheros chipset). Note that almost all wireless cards
based on the same Atheros chipset are characterized by the same sensitivity.

In the next section we will compare our proposed metric with a simple scenario
in which the wireless link costs are all set to 1, regardless of their data rate and
length.

The received power (Pr) and the corresponding path loss (PLdB) of a wireless
link having length d can be computed according to the following equations:

Pr = Pt ·
(

λ

4π

)2

·
(

1

d

)γ

= Pt ·
(

c

4πf

)2

·
(

1

d

)γ

PLdB = 10 · log10

(
Pt

Pr

)
= 10γ · log10 (d) + 20 · log10 (f) − 32.45

(1)

where the transmission power Pt is equal to 0.1 W, while the frequency f is set
to 5.18 MHz; γ is the path loss exponent.

The achievable transmission rate of the wireless link e, re, is evaluated com-
paring its path loss with those listed in Table 1.

Table 1. Achievable transmission rate as a function of the CM9 wireless card sensitivity

PL (dB) 88 87 85 83 80 75 73 71

Rate (Mbit/s) 6 9 12 18 24 36 48 54

The transmission time of the link, te, is then approximated simply dividing
the message length, L, by the transmission rate: te = L

re
. Note that in real WMN

implementations, the rate of each link can be easily provided by the underlying
MAC protocol.

The overall transmission time of the path Pij connecting any two mesh routers
i and j can therefore be evaluated as the sum of the transmission times of all
the links that belong to Pij :

dij =
∑

e∈Pij

te = L ·
∑

e∈Pij

1/re. (2)

We observe that, since in distributed security architectures the authentication
messages are actually transmitted at the highest priority level, the queueing
delays they experience are almost negligible. Hence, expression (2) represents a
good approximation of the overall delay experienced by these messages.

Having defined link and path costs, we now introduce the decision variables used
in our ILP model: yi indicates which network nodes are selected as core nodes,
whereasxij provides the assignment of generic nodes to core nodes. More precisely:

yi =

{
1 if generic mesh router i is selected as core node

0 otherwise

xij =

{
1 if generic mesh router j is assigned to core node i

0 otherwise
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Given the above definitions, the optimal core node placement problem can be
stated as the follows:

min (u) (3)

s.t.
∑
i∈N

xij = t ∀j ∈ N (4)

∑
i∈N

yi = n (5)

xij ≤ yi ∀i, j ∈ N (6)
u ≥ xijdij ∀i, j ∈ N (7)
xij ∈ {0, 1} ∀i, j ∈ N (8)
yi ∈ {0, 1} ∀i ∈ N (9)

The objective function (3) minimizes the maximum distance (referred to as u)
between each generic node and the farthest of the t closest core nodes. Con-
straints (4) ensure that each node j ∈ N is assigned exactly to t core nodes,
while constraints (5) ensure that exactly n = 2t − 1 mesh routers are selected
as core nodes. Constraints (6) restrict generic node assignments only to selected
core nodes (i.e., they ensure that whenever a node j is assigned to a core node i,
this latter must necessarily have been selected as core node). Constraints (7)
define the lower bound on the maximum distance between any node i and core
node j, which is the quantity being minimized as objective function. Finally,
constraints (8) and (9) ensure the integrality of the binary decision variables.

We observe that our problem is NP-hard, since it generalizes the t-neighbor
n-center problem [17]. However, we were able to solve it to the optimum for realis-
tic, large WMN scenarios using the CPLEX commercial solver; moreover, several
polynomial time approximation algorithms that achieve a constant approxima-
tion factor have been proposed to solve different versions of this problem [17].

Finally, we note that our problem can be easily extended to take into ac-
count an incremental deployment of the WMN. In this regard, when topology
changes occur (i.e., mesh routers join/leave the WMN) the network can be re-
configured considering the placement of already installed core nodes as fixed,
while the position of eventual additional core routers is optimized adaptively.
The investigation of the reconfiguration problem is left as future research issue.

5 Numerical Results

In this section we demonstrate the effectiveness of our proposed node placement
model, measuring the performance improvement that derives from the optimal
placement of core nodes in a fully distributed WMN security architecture, namely
DSA-Mesh (reviewed in Section 3). A comparison with a centralized approach
(MobiSEC) is also provided.

We simulated various WMN scenarios using Network Simulator (ns v.2). Pack-
ets are routed over shortest-paths, which are statically computed for all node
pairs; this is meant to reduce the overhead due to routing protocols, allowing
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us to evaluate more precisely the effect of our node placement model on the
network performance.

We consider as performance figure the delay necessary to complete the peri-
odic authentication protocol performed by the two security architectures, which
provides an indication of the protocol responsiveness. In particular, we analyze
the average and maximum delays experienced by all generic nodes to receive the
response from the Key Server (in MobiSEC) or the last response from the core
nodes (in DSA-Mesh). The optimal placement of the core nodes for each network
scenario is obtained solving the ILP model described in Section 4 with the CPLEX
solver.

The computational time we measured using a Pentium 4 with 3.0 Ghz and
2 GByte of RAM was always inferior to 20 seconds for network topologies com-
prising up to 40 nodes. We further tested our model with larger WMN scenarios,
including up to 100 nodes, and the computational time never exceeded 10 min-
utes. Hence, the proposed model can be used to effectively design secure WMNs,
and can be further envisaged to perform autonomic reconfiguration on highly
reconfigurable network scenarios.

The aforementioned average and maximum delays were measured considering
both Grid and Random network scenarios. More specifically, each Grid topology
is composed of N nodes placed over a 2000 m × 2000 m area, with N ∈ {35, 40}.
Random topologies are obtained by randomly scattering N ∈ {35, 40} nodes over
a 800 m × 800 m area.

To evaluate the behavior of the two architectures in realistic traffic conditions,
we set up background UDP data transfers (with packet size equal to 1000 bytes)
that involve disjoint network links.

The maximum transmission range of each wireless node is equal to 250 m;
the carrier sensing range is 550 m when using the highest power level, equal
to 0.1 W (these are ns v.2 default values). The maximum channel capacity is
set to 54 Mbit/s, in accordance with commercial wireless card specifications (see
Table 1). The reception threshold, the carrier sense and the capture thresholds
are set to -64 dBm, -82 dBm and 10 dB, respectively. The path loss exponent, γ,
is set to 2, and we leave as future issue the investigation of the model sensitivity
to such parameter. All nodes use the same wireless channel since ns v.2 does not
support natively multi-channel or multi-interface wireless nodes.

For each scenario we performed 10 independent measurements, achieving very
narrow 0.95 confidence intervals, which we do not show for the sake of clarity. The
simulation time on which we evaluated the performance was equal to 3000 seconds.

Figure 2 shows the average delay (for grid and random networks, respectively)
measured by all generic nodes as a function of the network load imposed by the
background UDP traffic. The lines identified by “center” and “corner” labels re-
port the results obtained with the centralized security architecture (MobiSEC):
the first line corresponds to a network configuration where the Key Server is
installed at the center of the analyzed topology; on the other hand, the “corner”
line reports the results obtained installing the Key Server at the topology bor-
der. The other curves in Figure 2 show the results obtained by the distributed
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Fig. 2. Average Delay (seconds) measured in Grid and Random topologies with 35 and
40 nodes

security architecture (DSA-Mesh) using different (n, t) threshold schemes, viz.
(3, 2), (5, 3) and (7, 4). Solid lines correspond to the authentication delay mea-
sured when the core nodes are placed optimally, solving our ILP model (these
curves are represented with the notation (n, t) in the legend), whereas dotted-
dashed lines show this performance figure when the core nodes are simply in-
stalled at the topology corners (these curves are represented with the notation
[n, t]). In this latter case, core nodes are placed in the corners of the grid network
and, if n > 4, the remaining core nodes are placed randomly on the grid.

It can be observed that the average delay increases with increasing network
load. At high traffic loads, the centralized architecture is more responsive than
DSA-Mesh, when the Key Server is placed at the center of the network, since
waiting for one authentication reply is less time-consuming than collecting t
responses from the core nodes. However, when the Key Server is installed at the
topology border (the “corner” curve) the centralized architecture exhibits higher
delays, which are larger than those experienced by DSA-Mesh when the optimal
placement is employed, regardless of the (n, t) scheme deployed. We further
note that the optimal node placement permits to obtain consistent performance
improvements, for any security scheme considered.

Figures 2(a) and 2(b) further show that the distributed architecture with
seven core nodes placed in the topology corners (i.e., the [7, 4] threshold scheme)
exhibits in average a lower authentication delay than the centralized architecture
with a single server (the “corner” curve). Hence, when a WMN operator cannot
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(c) Random 35 nodes
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Fig. 3. Maximum Delay measured in Grid and Random topologies with 35 and 40
nodes

optimize the network design prior to its deployment, or when the WMN grows
in an autonomous fashion, a distributed architecture with a high number of core
nodes should be privileged with respect to a centralized system, since it provides
better performance during the network operation.

Note that placing the Key Server in remote places, such as the corner node
of a grid topology, can be the unique option in many network scenarios, where
all the management services run on high-end machines.

In the Random topologies, the performance improvement of DSA-Mesh with
respect to the centralized architecture is less evident than in the Grid scenarios,
since the random network diameters are quite limited. In fact, the square area
(800 m × 800 m) over which the network nodes are distributed, bounds the
distance of the worst path, and therefore the maximum value assumed by the
authentication delay. As a consequence, the centralized architecture exhibits in
all network scenarios similar performance. For sake of clarity, in these figures
we did not show the results obtained placing core nodes at the topology edges,
since they follow the same trends illustrated in the grid topologies of Figures 2(a)
and 2(b).

To obtain a more complete comparison, we also measured the maximum de-
lay, which provides an indication of the worst-case performance of the DSA-Mesh
architecture. Figures 3 shows such performance metric for grid and random net-
works composed of 35 and 40 nodes. The curves in these scenarios follow a trend
similar to that obtained in the average case discussed above. More specifically,
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(a) Rate metric (b) Hop Count metric

Fig. 4. Optimal placement of core nodes (the black circles) in a random topology with
N = 40 nodes. Two different cost metrics are compared, namely the hop count and the
overall transmission time (rate metric).

the optimal placement of the core nodes reduces considerably the maximum
delay experienced by generic nodes, for any threshold scheme considered. On
the other hand, the optimal node placement obtained using the model proposed
in this paper permits to outperform a centralized architecture where the au-
thentication and key distribution server is placed at the border of the network
topology.

Finally, Figure 4 illustrates the optimal placement of the core nodes (the black
circles) in a random topology scenario with 40 nodes and a (7,4) threshold scheme,
comparing the metric introduced in Section 4 (the overall transmission time, re-
ferred to as Rate Metric) to a simple cost metric (the Hop Count, where the cost
of each link is equal to 1). It can be observed that the Hop Count metric priv-
ileges paths with a low number of long wireless links (which, consequently, have
low transmission rates), whereas the transmission time metric chooses routes with
a high number of relatively short wireless links. As a consequence, the Hop Count
metric tends to spread the core nodes over the network topology due to the lim-
ited distance among all node pairs, whereas the transmission time metric places
the core nodes in areas highly crowded of network nodes.

Note that the different placements illustrated in Figure 4 lead to an average
delay that is up to 30% higher for the Hop Count than for the Rate metric we
propose in this paper.

6 Conclusion

This paper tackled the problem of determining the optimal placement of the
core nodes that collaboratively implement the key management service in a
distributed wireless security architecture. The core node placement has been
formulated as an optimization problem, modeling closely the behavior of real
wireless channels; the performance improvement achieved solving our model has
been evaluated in terms of key distribution/authentication delay (average and
maximum) in several realistic network scenarios.
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Numerical results show that our proposed modeling framework permits to
increase both the average and the worst-case responsiveness in distributed ar-
chitectures designed for WMNs with a short computing time, thus representing
a very effective tool to design efficient and secure wireless networks.
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Abstract. To cope with the rapid increase of data traffic in mobile networks, 
operators are looking for efficient solutions that ensure the scalability of their 
systems. Decentralization of the network is one of the key solutions. With such 
solution, small-scale core network nodes (gateways) are locally deployed to serve 
the local community of users, in a decentralized fashion. In this paper, we devise 
methods that enable User Equipments (UEs), both in idle and active mode and 
while being on the move, to always have optimal Packet Data Network (PDN) 
connections in such decentralized networks. The proposed methods are compared 
based on their impacts on current 3GPP standards and the benefits of the overall 
approach are evaluated through simulations. Encouraging results are obtained. 

Keywords: SIPTO, 3GPP Network, traffic offload, mobile network. 

1   Introduction 

Along with the ever-growing community of mobile users and the tremendous increase 
in the traffic associated with a wide plethora of emerging bandwidth-intensive mobile 
applications, mobile operators are facing a challenging task to accommodate such  
huge traffic volumes, beyond the original network capacities[1][2]. The challenge 
becomes more significant considering the fact that the Average Revenues per Users 
(ARPU) are getting lower given the trend towards flat rate business models. Operators 
are thus investigating cost-effective methods for accommodating such traffic with 
minimal investment to the existing infrastructure.   

Decentralizing the mobile network is one of the key solutions. With such solution, 
small-scale core network nodes, e.g., Packet Data Network Gateways (PDN-GWs), 
and Serving GWs (S-GWs), are locally deployed to serve the local community of 
users, in a decentralized fashion1. The benefits of such decentralized mobile network 
are manifold. Indeed, with such decentralized networks, operators will be able to 
optimize usage of their resources by selectively breaking out IP traffic whenever and 

                                                           
1  In this paper, the focus is on the Evolved Packet System (EPS) [4][5] but the general 

description can be equally applied to the General Packet Radio Service (GPRS). In this case, 
Serving GPRS Support Node (SGSN) would map on to S-GW and MME, and Gateway 
GPRS Support Node (GGSN) would map on to P-GW. 
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as near to the edge of operator’s network as possible. This concept is in line with 
Selected IP Traffic Offload (SIPTO) [3], a topic currently under discussion within 
3GPP. It also fits the changing paradigm for traffic routing, inspection and charging 
by operators (e.g., the trend towards flat rates and differentiation into “dumb”, bit-
pipe traffic and value-added services). It is also in line with the quest for a network 
architecture flatter than what has been achieved with the Evolved Packet System 
(EPS) [4][5]. Effectively, by breaking out selected traffic at entities close to the 
moving terminal and thus also at the edge of the network (e.g., Radio Network 
Controller (RNC) in 3G, eNodeB in the EPS), operators will be able to avoid 
overloading their scarce core network resources (i.e., GGSNs, SGSNs, and P/S-GWs).  

The discussions and analysis in the 3GPP standardization group currently focus on 
the definition of the architecture, i.e., on where the point of local breakout/traffic 
offload should be placed. Issues regarding security, charging, mobility, traffic 
control/handling, and optimal gateway selection are yet to be investigated. In this 
paper, we focus on finding adequate solutions that address the latter issue. 

The optimal gateway selection problem is illustrated in Fig. 1. As will be discussed 
later, the issue can be solved relatively easily in case of UEs being in ECM-Idle (EPS 
Connection Management) state (i.e. idle mode). However, in this paper, we will also 
present a solution for optimal gateway reselection for UEs being in ECM-connected 
state (i.e., active mode). Here, we assume UEs to have the capability to support 
multiple PDN connections to multiple Access Point Names (APNs). Fig. 1(a) depicts 
the case of a UE initiating a PDN connection to a particular P-GW via a Long Term 
Evolution (LTE) radio cell (i.e., eNB1). At a later instant, and after performing 
handoff to a distant eNB (i.e., eNB2 in Fig. 1(b)), the UE initiates a new IP session to 
the same APN while the old IP session is still active. Following the current standards 
[6], the UE cannot have multiple IP sessions via different PDN connections to the 
same APN over the same access. Therefore, the new IP session (i.e., session 2) will be 
established via the old P-GW (i.e., P-GW1) as depicted in Fig. 1(b). This is clearly 
not an optimal decision given the fact that another more optimal P-GW (P-GW 2) is 
available in the visited area. The optimality of the new PDN gateway can be assessed 
in terms of both geographical proximity to the UE as well as expected load. A radical 
solution to this issue could be to set up the new IP sessions via the optimal gateway 
and to migrate the existing sessions to the new gateway. However, this solution would 
have significant impact on the user experience due to service disruption. As an 
alternative, we suggest that the UE would keep the old IP sessions via the old P-GWs 
but sets up new IP sessions (to the same APN) via the currently most optimal 
gateway. We propose and compare three methods whereby the setup of new IP 
sessions via a newly selected gateway is initiated by UE, MME, or P-GW. 

Indeed, when a UE, accessing a particular APN using a given PDN connection, 
performs handoff to a new radio cell, and/or a more optimized P-GW (e.g., in terms of 
load, geographical proximity relative to UE, etc.) becomes available, the UE shall be 
able to set up a new PDN connection to the more optimal P-GW when it initiates a 
new IP session. This paper is about devising a mechanism that enables UEs to   
establish another optimized PDN connection (e.g., upon a trigger from the network or 
when judged appropriate by the UE) to the same APN, and a mechanism with which a 
UE would bind IP flows/connections/sessions (when they are established) to their 
corresponding PDN connections. In this way, the UE always remembers which IP 
flow/connection/session uses which PDN connection. In should be noted that in this 
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paper a session is defined based on the IP address of the peer node, application type, 
and underlying protocol types, and that a session can be associated with more than 
one protocol type (e.g., SIP, RTP, and RTCP).  

 

 
(a) PDN Connection 1 initiated at time T when UE is connected to eNB1 

 

 
(b) After performing handoff to eNB2, UE initiates a new session via the old P-GW 

Fig. 1. Limitation of current standards 

The remainder of this paper is organized as follows. Section 2 presents the state of 
the art. Section 3 presents our proposed gateway selection mechanisms and that is  
for UEs in both ECM-idle mode and ECM-connected mode, respectively. The 
implementation issues of the proposed solutions are also discussed. Section 4 evaluates 
the overall approach and showcases its technical benefits. The paper concludes in 
Section 5. 

2   State of the Art 

The Evolved Packet Core (EPC) is designed to encompass different 3GPP accesses 
(i.e., 2G, 3G and LTE) as well as non-3GPP access (e.g., WiMAX, CDMA2000 ©, 
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1xRTT, etc.).  The richness of EPC accesses gave birth to a new 3GPP entity called 
ANDSF (Access Network Discovery Selection Function) that assists UEs to find the 
best or most suitable access out of the many available ones [7]. It has also led to 
different interesting 3GPP study items whereby UEs are allowed to have simultaneous 
accesses to different networks using different access technologies. In [8], the 3GPP 
SA2 group started a study item to investigate different possibilities for dynamic IP 
flow mobility between 3GPP access and one, and only one, non-3GPP access. The 
study of solutions to support routing of different PDN connections through different 
access systems is also in scope. Some of the solutions are being standardized in the 
technical specifications [9]. In [8], a work item is proposed to allow a UE, equipped 
with multiple network interfaces, to establish multiple PDN connections to different 
APNs via different access systems and to selectively transfer PDN connections 
between the accesses with the restriction that multiple PDN connections to the same 
APN shall be kept in one access. Whilst there is also another work, impacting 
different technical specifications, that aims for enabling UEs to establish and 
disconnect multiple PDN connections to the same APN uniformly across the EPS, a 
mechanism that indicates to the network or to the UE when it is beneficial to set up a 
new IP session over a new PDN connection via the same access is overlooked. 
Indeed, in current solutions, a UE, supporting multiple APNs, may have different 
PDN connections, each associated with a different APN (e.g., Internet, IMS, WLAN, 
etc). When a UE is using a PDN connection to access a particular APN, that PDN 
connection (to the APN in question) does not change until the UE becomes in idle 
mobility. In other words, P-GW relocation is recommended only during idle mobility, 
to avoid service disruption, because when the P-GW changes, the old PDN 
connection is simply torn down. Additionally, as long as the UE has a PDN 
connection (to access a particular APN) and is in active mode, the UE will always use 
the same P-GW to set up any new IP sessions to the same APN.  

As stated earlier, mobile operators are aiming for the decentralization of their 
networks. In this context, a mechanism that indicates to the network when it is 
beneficial for a UE to set up a new IP session via a new PDN connection will be 
highly required. Its importance becomes further vital knowing the interest of 
operators in offloading “dump” traffic as locally as possible to achieve the goals of 
SIPTO [3]. In this paper, we propose a set of mechanisms that enable a UE to know 
how and when to establish a new optimized PDN connection for launching new IP 
sessions to a particular APN. This is done without impacting/compromising the on-
going (old) PDN connections to the same APN. 

3   Local GW Selection 

In this paper, two states of UEs are separately discussed: ECM-idle mode and ECM-
connected mode. In the latter, we specifically consider the case of UEs supporting 
multiple PDN connections. The objective is to trigger UEs to re-establish PDN 
connections (e.g., those subject to SIPTO) when it is beneficial for both the network 
and the UEs to reselect another nearby local P-GW, e.g., in case the UE traveled a 
significant distance from the original P-GW. 
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3.1   Triggering Local GW Selection for UEs in Idle Mode 

In the EPS the concept of “always-on” was adopted. This means that once a UE has 
established a PDN connection, it remains configured in the network even in case the 
UE goes idle. This feature has the great advantage that the UE can communicate 
right-away when it becomes active and does not require re-establishment of a PDN 
connection (incl. allocation of a new IP address) at the time when the user wants to 
communicate. As stated earlier, the problem with this in the context of SIPTO or 
decentralized networks in general is the following: 

1. Once a UE has established a PDN connection to a well-positioned Local P-GW (in 
the core or close to the radio station), it maintains this connection – and therefore 
also the associated “local” GW – until it explicitly disconnects from this PDN. 

2. This implies that if the user moves a significant distance away from the initial 
(H)eNB, the chosen local P-GW providing the access towards the service 
network (i.e. PDN) may not be optimal anymore. 

Fig. 2 illustrates this deficiency for a user that first connects to a service via a macro 
cell (eNB1) and a “near-by” P-GW in the core network (step 1), and then moves a 
significant distance away while in idle mode. Without the optimization, the UE 
remains connected to the P-GW originally chosen, although a local P-GW (LP-GW1) 
could offer a more optimal access to the service. 

To resolve this problem, this paper suggests that the UE simply re-establishes the 
PDN Connections (e.g., those subject to SIPTO traffic) during idle mode mobility 
when it has moved away a significant distance from the originally selected “local”  
P-GW. By simply re-establishing the PDN Connection, the default P-GW selection 
mechanism would ensure that the UE will again be connected to a local P-GW that is 
geographically/topologically close to the user’s location. As a result, the traffic 
subject to SIPTO would be again “broken out” or “offloaded” at the most suitable 
location from the user and operator point of view.  

To re-establish a PDN connection, a UE can be either triggered by the network via, 
for example, a flag during the Tracking Area Update (TAU) procedure [5] or the 
network could simply disconnect the PDN connection. However, in the latter case, the 
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Fig. 2. Expected optimization for UEs in idle mode 
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UE would first have to establish a new PDN connection (incl. IP address allocation, 
tunnel configuration, etc.) before it can become active. This would break the “always 
on” concept and also negatively impact the user experience as extra delay is incurred. 
Nevertheless, since the proposed PDN connection re-establishment procedure is 
proposed to take place only during idle-mode mobility, no degradation of the service 
quality or service disruption would be introduced. 

The open issue is to identify when a UE should re-establish a PDN connection. The 
following solutions are feasible: 

• Option 1 - Periodically – after a configurable time period: The issue with 
this solution is that stationary UE will introduce a lot of extra signaling 
overhead without any gain for the operator. 

• Option 2 - Upon Tracking Area Update – whenever the UE changes tracking 
area: The change of tracking area ensures that the UE has actually moved 
away from the original location. It is, however, not clear whether the re-
establishment would actually lead to a different Local GW. 

• Option 3 - Upon indication from the network – whenever the network 
considers it beneficial: The network indicates to the UE (e.g., as part of idle-
mode mobility procedures or with a special cause for the PDN 
disconnection) when a particular PDN connection should be re-established. 
Since the operator has the knowledge of the network topology and the 
available local P-GWs, it can indicate to the UE when the re-establishment of 
a PDN connection is worthwhile – i.e., when this leads to a better P-GW 
selection and thus to a more optimal path. 

3.2   Triggering Local GW Selection to Accommodate New IP Sessions of UEs in 
Active Mode 

As discussed earlier, in current standards, as long as a UE has a PDN connection to 
access a particular APN through a particular access type, the UE will maintain the 
same P-GW to set up any new IP sessions to the same APN. Motivated by the 
example of Fig. 1, discussed in the introduction, we argue that when a UE, accessing 
a particular APN using a given PDN connection, performs handoff to a new base 
station, and a more optimal P-GW (e.g., in terms of load, geographical/topological 
proximity relative to UE) becomes available, the UE should be able to set up a new 
PDN connection to the more optimized P-GW when the UE initiates new IP sessions 
to the same APN. 

Fig. 3 depicts the envisioned solution. Indeed, after handoff, and when a new, 
optimal P-GW becomes available, a UE establishes a PDN connection to the new  
P-GW to establish any new IP session. The on-going sessions keep using the old PDN 
connection. In the figure, we apply our solution to a scenario whereby the UE 
performs handoff to an area where another optimal P-GW becomes available. 
However, the solution can be also applied even if the UE remains in the same area 
(i.e., cell) and the P-GW it is connected to becomes non-optimal (e.g., because it is 
currently highly loaded) and another P-GW (e.g., a less loaded one) becomes optimal.  
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Fig. 3. Setting up new IP sessions via optimal PDN connections while old IP sessions using the 
old PDN connection are not compromised 

The key question is how to trigger the UEs to establish a new PDN connection for 
new IP sessions while keeping the old ones on an already available PDN connection. 
To cope with this issue, we propose the following three methods and qualitatively 
compare them. 

MME-initiated: The MME may apply different mechanisms to check if there are any 
more optimal P-GWs available (e.g., take into account network and GW load 
information or UE mobility prediction). When a more optimal P-GW is available, the 
MME could use existing signaling message during handover to indicate to the UE that 
for new IP sessions to the APN in question, it should consider establishment of a new 
PDN connection. This indication can be in the form of a flag, based on which the UE 
establishes a new optimized PDN connection when it wants to initiate a new IP 
session, or it can be in the form of an explicit indication of the IP address of the 
optimal P-GW (e.g., as part of the TAU procedure). 

UE-initiated: In this solution, when a UE wants to set up a new IP session to an APN 
with which it has an ongoing PDN connection, it queries MME (e.g., using NAS 
signaling) if it should use the existing PDN connection or consider a new one. 
Querying MME can be also done based on other events, such as when a UE performs 
a number of handoffs, after a particular period of time, after the UE moves for a 
certain distance based on location information, after the UE enters into a new tracking 
area and/or a specific area during a specific time, etc. Compared to the MME-initiated 
approach, the UE-initiated solution may generate unnecessary queries to the MME. 
However, both these solutions require, apart from the modifications for allowing 
multiple PDN connections to the same APN through the same access type, only very 
minimal extensions of the standard signaling interfaces, i.e. a new indicator (flag) 
between UE and MME. 
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P-GW initiated: For this solution, two alternatives can be envisioned. In the first one, 
when the current P-GW realizes that the UE is to be better serviced by another P-GW, 
it simply rejects any requests for any new IP sessions. The rejection can be done via a 
new error message. This operation intuitively requires that P-GWs have the ability to 
filter traffic per IP flow/session. It also requires that P-GWs have knowledge on the 
optimality of a set of other P-GWs (e.g., only neighboring ones). 

In the second alternative, when a particular P-GW starts running under specific 
conditions (e.g., at a load exceeding a certain threshold), it notifies a selected set of 
UEs (with ongoing connections to the P-GW) to establish new PDN connections with 
other P-GWs to accommodate new IP sessions. This can be done by designing new 
and specific signaling messages using S5/8 and S11 interfaces, in addition to NAS 
signaling from the MME to the UE, by introducing a flag in data packets, or including 
a flag in existing signaling messages between PGW and UE (e.g., PCO – Protocol 
Configuration Options [10]). Whilst achieving these requirements is not impossible, 
they admittedly add some level of complexity to P-GWs and some minor ones to UEs. 

Finally, to support the establishment of a new (more optimal) PDN connection for 
new IP sessions, UEs need the ability to bind new IP sessions (when they are 
established) to a specific PDN connection or P-GW. A straightforward solution for 
such binding would be a mapping based on the destination IP address of the peer, 
application type, and protocol types. In this way, a UE always knows which IP 
flow/session uses which PDN connection. When all IP flows/sessions associated with 
a particular PDN connection are finished, the UE can trigger the release of the 
corresponding PDN connection. For this purpose, a timer based solution can be 
adopted, which simply tears down a PDN connection when no packets are sent for 
some time. 

4   Performance Evaluation 

In this section, we evaluate the proposed solutions and highlight their technical 
benefits. In the performance evaluation, the focus is on the case of active UEs. The 
conducted simulations were run for 100s; a duration long enough to ensure that the 
system has reached its stable state. They are based on the network simulator ns-3 [11] 
using a network topology as depicted in Fig. 4. We simulate 20 UEs, distributed 
uniformly around eNB1 over a surface of 2000 x 2000 m2. All simulated nodes are 
moving over the coverage areas of eNB1 and eNB2, changing their point of 
attachment to the network once the signal of the target eNB becomes stronger than 
that of the source eNB. 

At the beginning of the simulation, each UE initiates an ON-OFF application, with 
ON time set to one second, sending data packets at a rate randomly selected from 
within the interval [75:150] Kbps, simulating applications ranging from VoIP to video 
streaming (e.g., YouTube). The packet payload length is set to 256 bytes. Upon 
moving to a new cell, UEs initiate new IP sessions with the same characteristics as 
described above. 

The first metric used to evaluate the efficiency of the proposed solution consists in 
the transmission buffer length of P-GW1. Fig. 5 demonstrates that the conventional 
approach, which uses the old P-GW for the new IP sessions, experiences increased 
buffer lengths, resulting in several buffer overflows and also increasing the flows’ 
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latencies as depicted in Fig.7. Indeed, with the conventional approach, UEs do not 
consider nearby P-GWs when establishing new IP sessions. Instead, they establish 
their new IP sessions via the old gateway, which increases its load, resulting in buffer 
overflows and longer latencies. 

As a direct consequence of buffer overflows, the aggregated packets loss, shown in 
Fig. 6, increases significantly which may degrade the quality of the different services. 
In contrast, by exploiting local P-GWs to accommodate new IP sessions, the proposed 
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Fig. 4. The considered network topology 

 

Fig. 5. The transmission buffer length at P-GW1 
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Fig. 6. The packet drops at P-GW1 

 

Fig. 7. The difference between the latencies of the classical and the proposed approaches 

approach distributes better the traffic among the available P-GWs. This feature helps 
in avoiding congestion at the old P-GW, as demonstrated in Figs. 5 and 6. Indeed, the 
proposed approach exhibits no buffer overflows and almost null packet losses.  

Fig. 7 depicts the difference between the average latencies experienced by each 
application in case of the conventional and the proposed approaches. The delay 
differences exhibited by the first 20 flows are approximately 30ms and correspond 
mainly to the buffering delay as the application packets traverse the same path to the 
server. Indeed, in both approaches, the first 20 flows are not impacted by gateway 
selection: they are created before the UEs’ movement to the other eNB. Flows 



 Geographical Location and Load Based Gateway Selection 341 

ranging from 21 to 40 are newly created after the handoff of UEs. They are therefore 
impacted by gateway selection. The flows 21-40 exhibit higher delay differences, in 
the order of approximately 50ms. In fact, when using the proposed approach, the 
system always selects optimal gateways, which significantly decreases the average 
delay for each flow. It should be recalled that already-established applications 
continue using the old P-GW.    

Fig. 8 depicts the packet loss experienced by the different flows in case of the 
conventional approach (i.e., as almost no loss was experienced in case of the proposed 
approach). The loss is mainly a result of buffer overflows experienced at congested  
P-GWs. The loss may become more significant along with the increase in the number 
of mobile terminals, terminals’ mobility, and/or the application’s data transmission 
rates.  

 

Fig. 8. The difference between the drops of the classical and the proposed approaches 

5   Concluding Remarks 

In this paper, we highlighted the need and benefits for always optimizing the path of 
mobile terminals (UEs) to their corresponding anchor gateways, namely P-GWs in 
EPS, in case of decentralized mobile operator networks and/or networks that adopt 
traffic offload strategies. Adequate methods were devised for UEs in ECM-idle mode 
and those in ECM-connected mode. In the latter case, we compared three methods 
that trigger a UE to first establish a new and more optimal PDN connection before 
creating new IP sessions, without compromising the old IP sessions. Admittedly, the 
devised methods involve some additional complexity at different core network nodes 
(depending on the solution). However, the benefits for operators, verified through 
simulations, clearly justify the required enhancements.  

Whilst the main motivation behind this work consists in supporting the decentrali- 
zation of future mobile operator networks and the envisioned traffic offload strategies, 
the devised solutions can also assist in energy saving and efficient load balancing. 



342 T. Taleb, Y. Hadjadj-Aoul, and S. Schmid 

Tailoring our proposed methods to such objectives forms the future directions of our 
research work in this area. 
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Abstract. Femtocells are small base stations that provide radio cover-
age for mobile devices in homes or office areas. In this paper, we consider
the optimisation of a number of femtocells that provide joint coverage
in enterprise environments. In such an environment, femtocells should
minimise coverage overlap and coverage holes and ensure a balanced
traffic workload among them. We use statistical verification techniques
to monitor the probabilistic correctness of a given femtocell configura-
tion at runtime. If there is any violation of the desired level of service,
a self-optimisation procedure is triggered to improve the current con-
figuration. Our evaluation results show that, compared with fixed time,
interval-based optimisation, our approach achieves better coverage and
can detect goal violations quickly with a given level of confidence when
they occur frequently. It can also avoid unnecessary self-optimisation
cycles, reducing the cost of self-optimisation.

Keywords: Femtocell, Self-Optimisation, Statistical Verification.

1 Introduction

Femtocells [5] are cellular base stations that cover small areas of tens of meters.
They are low cost and low power devices that are normally installed by consumers
in homes for better indoor mobile voice and data reception [3, 5]. A femtocell
can be considered as a wireless cellular access point, which transfers data traffic
through the home broadband connection to the operator’s core network. By 2014,
the deployment of femtocells is expected to reach around fifty million, providing
service to more than a hundred million people [1].

An important challenge for femtocells is to optimise their radio coverage area
dynamically. The goal is to achieve a desired level of performance for mobile
transmission, avoid undesired interference and reduce power consumption. Pro-
viding optimal femtocell signal coverage is important to improve users’ mobile
usage experience as well as reduce service cost expenditure. Since femtocells are
deployed by users themselves, they must also be able to self-configure all required
parameters during operation with minimal user intervention [6].

J. Domingo-Pascual et al. (Eds.): NETWORKING 2011, Part I, LNCS 6640, pp. 343–354, 2011.
c© IFIP International Federation for Information Processing 2011
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In enterprise environments, a number of femtocells may be deployed together
to achieve joint coverage. This is also done to cover a large area while balanc-
ing user load, minimising coverage gaps without signal and wasteful coverage
overlaps between multiple femtocells. Self-optimisation adapts the configuration
of radio parameters of femtocells at runtime, for example, by setting the power
level of their radio signals. Achieving good configuration is challenging due to
the diversity and dynamic nature of the deployment environment. Since fem-
tocells are deployed in a decentralised fashion, self-optimising femtocells might
interference with each other. In addition, users of femtocells might move around
at random, changing the workload and requiring dynamic hand-over between
femtocells.

Current femtocell optimisation methods derive the average value of overlap,
gap and workload within a fixed time interval and then compare this value to a
predefined threshold, known as the optimisation goal [7,9]. This approach achieves
reasonable performance and adaptability using an evolving algorithm as shown
in [9]. However, its convergence rate is slow because self-optimisation is only trig-
gered at fixed time intervals. When violations of optimisation goals are rare, the al-
gorithm cannot prevent unnecessary re-computation of parameters, which wastes
energy.

In contrast to observing the average value of a desired property, statistical
verification [11, 12, 15] is a technique that checks the probabilistic correctness
and satisfaction of a system against its desired behaviour. It has two major ben-
efits: first, it adopts a formal mathematical specification to describe the desired
system behaviour without ambiguity; second, it measures a property more ac-
curately than the average value because it considers the probabilistic likelihood
that a property is violated. The possibility of false positives and negatives can be
bounded below a required level [15]. When property violations occur frequently, a
fast response to trigger re-optimisation is needed rather than waiting for a given
timeout (i.e., false negatives). When violations are rare, statistical verification
can also avoid unnecessary self-optimisation (i.e., false positives). Thus, statis-
tical verification reduces energy consumption as well as durations of instability
caused by self-optimisation.

In this paper, we show how to use a statistical verification technique to achieve
self-optimisation goals for coverage optimisation in a joint femtocell scenario. In
particular, the contributions of the paper are:

– We model a femtocell network as a stochastic discrete event-based system
and formalise its desired behaviour using stochastic temporal logic. This
model describes properties rigorously and can be verified using statistical
verification.

– We propose a statistical verification technique based on hypothesis testing
for verifying properties in femtocell coverage optimisation. When a property
violation is detected, self-optimisation is triggered.

– We evaluate our approach in simulation and show that, compared with a
fixed time, interval-based approach, it is effective and can provide a 25%–
38% improvement in terms of reduced coverage overlaps and gaps.
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The remainder of the paper is organised as follows. In the next section, we
describe related work on femtocell coverage optimisation and statistical verifica-
tion. Section 3 introduces the goals of femtocell coverage optimisation in more
detail. Section 4 provides the formal model and definitions for femtocell cover-
age optimisation. Section 5 presents evaluation results. We give conclusions and
possible future work in Section 6.

2 State of the Art

2.1 Femtocell Coverage Optimisation

Due to the predicted adoption of femtocells, researchers have begun to consider
the problem of coverage optimisation [4,6,7,8]. However, all of this work focuses
on single femtocell coverage optimisation for small-area residential users rather
than on multiple femtocells that achieve joint coverage in large enterprise envi-
ronments. The goals are to provide good indoor coverage, preventing signals from
leaking outdoors [6], and to increase the flexibility in deployment locations [7,8].

For multiple femtocells, the main optimisation goal is to reduce coverage over-
laps and gaps, as well as to balance the workload among femtocells. Ho et al. [9]
propose to use of genetic programming for coverage optimisation of a group of
femtocells. Their approach finds a suitable signal power to control a femtocell’s
coverage area. The authors show that genetic programming with adjustment of
signal power at a fixed time intervals can balance the average workload of fem-
tocells, with only small coverage gaps and overlaps. Their work is closest to ours
in terms of the scenario considered for joint femtocells coverage optimisation.
However, our focus is on selecting an optimal trigger time for the signal power
adjustment algorithm using statistical verification. We want to carry out fast
yet accurate violation detection with probabilistic guarantees of optimisation
goals. This avoids the drawbacks of approaches that use fixed time intervals and
average values, which may take a long time to achieve optimisation goals and
cannot avoid unnecessary self-optimisations.

2.2 Statistical Verification

Sen et al. [12] first considered verification of systems based on statistical hy-
pothesis testing. The authors assume that the system has already been deployed
so that execution traces cannot be controlled (black-box system). Verification is
based on the observation of system behaviour, and they show the effectiveness
of verification models based on continuous time Markov Chains. The idea of ver-
ifying a black-box system would be suitable for femtocell coverage optimisation
when the self-optimisation algorithm is unknown, such as the evolving algorithm
proposed in [9].

Younes and Simmons [15] extend Sen et al.’s approach in order to verify prob-
abilistic and time-based properties of black-box systems, as generalised by semi-
Markov decision processes. The authors adopt the sequential probability ratio
test (SPRT) and verify system traces as stochastic discrete event based mod-
els. Such a model is suitable for modelling violations of femtocell optimisation
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goals. Thus we use a stochastic discrete event based model in this paper. Lee et
al. [11,13] propose a monitoring and checking framework based on SPRT, which
verifies the probabilistic correctness of a system based on its implementation
at runtime. The authors show that such an approach can be adopted to verify
probabilistic properties of wireless sensor networks. The idea of monitoring and
checking implementations at runtime is suitable for the coverage optimisation of
femtocells. Therefore, we adopt the same SPRT-based verification approach.

Next we give a short overview on the SPRT statistical verification approach.
SPRT was first developed by Wald [14] as a likelihood-based test for observed
data. It is designed for continuous monitoring. In practice, it is often evaluated
at frequent but discrete time intervals. SPRT defines a Null (H0) hypothesis
that expresses the accepted value for the parameter under test and the Alterna-
tive (H1) hypothesis as the unacceptable value for such parameter. Let N+ be
the set of positive integers. SPRT takes a sample of pre-determined size m ∈ N

+

and, based on the result obtained from drawing this fixed-size sample, it makes
a decision regarding these two hypotheses as follows.

Let Xt be a random variable representing the number of observations at time t.
With the classical SPRT, tests are performed continuously at every time t as
additional data are collected. The test statistic is the likelihood or log-likelihood
ratio defined as

p1m

p0m
=

m∏
t=1

P (Xt|H1)
P (Xt|H0)

or log(
p1m

p0m
) =

m∑
t=1

P (Xt|H1)
P (Xt|H0)

. (1)

This test statistic is sequentially monitored for all values of t > 0, until either H0

is rejected by p1m

p0m
≥ (1−β)/α or until H1 is rejected by p1m

p0m
≤ β/(1−α), where

α, β are type I and type II errors. With this stopping rule, the Null hypothe-
sis is falsely rejected with probability α when it is true, while the Alternative
hypothesis is falsely rejected with probability β when it is true.

SPRT only needs a minimum number of external event observations to reach
decisions with bounded probability of false positives and negatives [14]. This
allows SPRT to be applied to black-box systems and make fast yet accurate
decisions. Moreover, SPRT is computationally inexpensive. All of these features
make it particularly suitable for the femtocell coverage optimisation problem.

3 Coverage Optimisation in Femtocells

Fig. 1 shows a simple femtocell network with four femtocells jointly providing
mobile signal coverage in an office area. Each femtocell uses home broadband
access as a backhaul to the mobile operator’s core network [5]. For a femtocell,
the coverage radius R indicates its radio coverage area and the change of signal
power δ is used to adjust the radius. When a user equipment (UE), such as a mo-
bile device, enters the femtocell network, it performs a handover to a femtocell,
which is then used to transmit data. This results in improved mobile service and
traffic offloading from the core network. However, there may be coverage gaps
and coverage overlap between femtocells. When a UE is not covered by any fem-
tocell (coverage gap), it has to handover to the core network again for its data
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Fig. 1. Illustration of the Femtocell Coverage Optimisation Problem

transmission. When a UE is covered by more than one femtocell (coverage over-
lap), interference increases and this results in energy being wasted. Thus both
coverage overlaps and gaps are undesired behaviour and should be avoided.

Each femtocell should serve a similar number of UEs to achieve load balanc-
ing. Therefore, the aim of femtocell coverage optimisation is to minimise coverage
overlap and coverage gap, and also to balance the workload among femtocells.
Solving this problem involves adjusting the signal power in order to control the
coverage area of femtocells and deciding when such a signal power adjustment
should be triggered. In this paper, we mainly address the later problem by adopt-
ing statistical verification. The following is a list of desired optimisation goals
that we consider:

– Minimising the femtocell coverage gaps D. Coverage gaps can be inferred
from the number of handovers between femtocells and the core network,
which represents the number of times a UE enters a coverage gap;

– Balancing the load L among femtocells in a group to prevent overload or
under-utilisation;

– Minimising the coverage overlaps O by reducing the signal power.

Here we give a simple mathematical formulation of this problem. Let Dthr, Othr,
Lthr be the required upper bound for femtocell coverage gap, overlap and load,
respectively. Let F(D; O; L; Dthr; Othr; Lthr)

δ−→ R be a function (in short as
F

δ−→ R), of which the input parameters are the current coverage performance ob-
servations (D, O, L) and the expected coverage performance (Dthr, Othr, Lthr).
Then the output parameter is a suitable power adjustment δ, which enables a
femtocell to achieve the expected R that satisfies (Dthr, Othr, Lthr). Such a
signal power re-computation decision is made independently by each individual
femtocell.
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4 Statistical Verification for Femtocell Networks

To achieve the optimisation objectives given in Section 3, verification goals are
used to check the probabilistic satisfaction of coverage optimisation. These veri-
fication goals can be represented as eventually ∀n ∈ Femtocells |= (D < Dthr)
∧ (L < Lthr) ∧ (O < Othr) where n ∈ N+ is the number of femtocells in the
network. These properties are typically expressed in temporal logics. We adopt
the continuous stochastic logic (CSL) [2] as a formalism for expressing quantita-
tive properties. This is because CSL is semantically capable of specifying property
such as “with probability of at most 0.1” (P≤0.1(Φ)). For the femtocell coverage
optimisation problem, the desired properties are formulated as Equations (2)–(4):

φ := P≥θD(true U≤t(D < Dthr)), (2)
ϕ := P≥θL(true U≤t(L < Lthr)), (3)
ψ := P≥θO(true U

≤t(O < Othr)), (4)

where Ut is the bounded until path formula and t is a specified time. We regard
t as tnow to indicate that a property should be satisfied when it is evaluated.
θD, θL and θO represent the desired level of confidence of each property. For
example, Equation (2) represents the probability of D being less than Dthr with
the confidence of no less than the required level θD until now. Similar meaning
applies to Equations (3)–(4) for O and L. If any of these properties are violated,
then F

δ−→ R should be triggered.

4.1 Modelling Overlap, Load and Gap Violations as Stochastic
Discrete Event Processes

For checking probabilistic satisfaction of given properties, such as Equations (2)–
(4), statistical verifiers need to be evaluated against the trace of occurred cover-
age overlap, coverage gap and overload events. Here we give a formal description
of how the trace of these events is modelled.

Let Ω be a sample space. F is a collection of subsets of Ω. Let P : F → [0, 1]
be a probability measure defined on F . Let (Ω,F , P) be a probability space.
A stochastic process is a collection of random variables X = {Xt : t ∈ T} with
index set T.

For the property of a femtocell, there are two types of states, in which a
property is either violated (true) or not (false). Thus it can be represented as a
Bernoulli process, where each random variable X is a Bernoulli trial, mapping
Ω → {true, false}, such that X = true with probability p and X = false with
probability 1 − p (p ∈ P). The probability distribution of a sum of n Bernoulli
trials with parameter p can be represented as a binomial distribution with pa-
rameter n and p as follows:

B(n, p) =
x∑

j=0

(n
j )pj(1 − p)n−j . (5)
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For femtocell coverage overlap O, load L and gap D, let XO, XL and XD be
three random variables. XO represents the occurrence of an overlap event, where
XO = false when no overlap event occurred, XO = true when an overlap event
occurred. The maximum allowed probability P(XO = true) of such a Bernoulli
process is Othr. Similarly, XL and XD represent the occurrence of an overload
or gap event, respectively.

In this a way, we model system states of a femtocell as a stochastic discrete
event system (denoted as M), which is similar to the work introduced in [15].
The state space of such a system can be represented as sequential observations
at times t1, t2, · · · , for example, a sequence of overlap events. The state change is
discrete rather than continuous and is triggered when these events are detected.
The verification procedure is to compute whether the occurrence probability
of these events is above the predefined threshold. Thus the verification of each
desired property shown in Equations (2)–(4) can be achieved by using the veri-
fication method shown in Equation (1).

It is worth mentioning that, in the real world, XO, XL and XD are not
completely independent. When reducing a femtocell’s coverage area, overlap and
load are reduced, but the possibility of gaps happening is increased and vice-
versa. However, when triggering self-optimisation using statistical verification,
the decision is made independently according to the observation of each property.
Thus we consider XO, XL and XD as independent observations.

4.2 Femtocell Coverage Verification Procedure

Based on the stochastic discrete event models from the previous section, we
describe in detail how to detect violations using statistical verifiers.

For a femtocell, let trigger F
δ−→ R at an arbitrary time t be a binary decision

Dt ∈ {true, false}, t ∈ {1, 2, · · · }, where true represents triggering this function
and false represents the opposite decision. Let V1, V2, · · · , VN (N ∈ N+) be
verifiers. Let P1, P2, · · · , PN be properties, which are used to describe desired
behaviours of a femtocell network. Each verifier Vi monitors a given property Pi

(i ∈ N). At time t, a verifier Vi observes a random variable Xt according to Pi.
Then, let Hi

0 be the Null hypothesis of the observed property Pi that is violated
and Hi

1 be the Alternative hypothesis.
During the verification procedure, if Hi

0 holds, then Dt = true, otherwise if
Hi

1 holds, Dt = false. Based on the verification rule (see Equation (1)), we have
the following forms:

accept Hi
0 if pi

t ≤ log(
β

1 − α
);

accept Hi
1 if pi

t ≥ log(
1 − β

α
);

continue if log(
β

1 − α
) ≤ pi

t ≤ log(
1 − β

α
),

(6)

where pi
t is the log(p1m

p0m
) in Equation (1), α and β are the type I and type II

errors respectively (α, β = 1 − θ), as introduced in Section 2.2.
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Algorithm 1. Statistical verification based coverage optimisation algorithm
1. List of verification goals in Equations (2)–(4): M |= φ, ϕ, ψ;
2. Input threshold θ for coverage gap, overlap and load Dthr; Othr; Lthr;
3. Start statistical verifiers Vi for observing each given property
4. For each property ∈ {φ, ϕ, ψ}, when an observation Xt is received
5. Verify each property against Equation (6)
6. if a given property is violated (M �|= {φ, ϕ, ψ}) then

7. Trigger the self-optimisaton algorithm (F
δ−→ R).

8. Output optimised parameters δ
9. Clean observations Xts for the verified property

10. end if
11. Continue the statistical property monitoring

With the verification procedure from Equation (6), each femtocell in the net-
work has one or more verifiers and makes the decision of triggering F

δ−→ R.
For example, HD

0 : P(XD = true) ≥ Dthr represents the hypothesis that the
occurrence probability of coverage gap exceeds the given threshold (M �|= φ or
M |= ¬φ ) and HD

1 : P(XD = true) ≤ Dthr represents the alternative hypothesis
(M |= φ). When the HD

0 is accepted, a violation is detected, so the decision Dt

should be set to be true in order to trigger F
δ−→ R.

Algorithm 1 gives the pseudo code for the statistical verification-based fem-
tocell coverage optimisation procedure. Lines 1–2 specify properties as verifica-
tion goals with a given confidence level θ. In lines 3–4, verifiers are initiated
V1, · · · , VN for each given property. Lines 5–10 specify that if a violation is de-
tected, F

δ−→ R is triggered. Here we keep F
δ−→ R as a high-level abstraction,

which can be substituted by any algorithm designed for this type of problem.
After the optimisation procedure finishes, the previous observation history is
cleared to refresh the verifiers. Eventually the femtocell network should become
stable and achieve {φ, ϕ, ψ}.

5 Evaluation

The goal of our evaluation is to examine the effectiveness of our statistical veri-
fication approach in terms of reducing the probability of coverage overlaps and
gaps, and achieving optimisation quickly as well as avoiding unnecessary re-
optimisation. We investigate the impact of the proposed statistical verification-
based approach (noted as SVA). The results obtained are compared with the
performance of the fixed-time interval approach (noted as FIA). The underlying
power adjustment algorithms are considered to be the same.

We implement a simulator for a four-femtocell network deployed within a
plane office area as introduced shown in Fig. 1. The statistical verification module
is implemented as part of Matlab 2009b. The occurred coverage overlap or gap
events are collected by each femtocell and passed to its statistical verifier as
input. For each statistical verifier, Equation (6) is implemented as the main
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(a) Normal distribution based UE (b) Uniform distribution based UE

Fig. 2. Overlap and Gap Probabilities for the Femtocell Network

function where its likelihood function follows Equation (1) and the probability
distribution of the input data follows Equation (5). The violation of desired
coverage overlap or gap threshold is used as the Null hypothesis in Equation (6).

For the initial deployment, we assume that the femtocells are already placed
through automatic planning [10]. We ignore the required property of work-
load Lthr for simplicity. We implement UEs, which randomly appear in the
femtocell network, to simulate user behaviour. We set the number of UEs to be
24, which has the same ratio of UEs and femtocells as in [9], where there are
50 femtocells and 300 UEs. We assume that the average time of a UE at a given
location within the femtocell network is 90 seconds, chosen from an exponential
distribution.

It is necessary to make assumptions about the spatial location of UEs. A nor-
mal distribution is a good choice due to the Central Limit Theorem—sufficiently
many location samples from UEs can be approximately normal distributed. A
uniform distribution is also a good model for the behaviour in an office envi-
ronment because UEs are often equally distributed around the office area. We
assume that UEs move within a square area around the centre of femtocells. Such
a setting results in a higher overlap and gap possibilities than that of UEs mov-
ing across all possible locations in a femtocell network. Here we apply the same
settings as in [9], setting Dthr = 0.1 and Othr = 0.3. We adopt θD = θO = 0.95
as the verification confidence level.

5.1 Evaluation Results

The evaluation experiments were run on a MacOS 10.5.8 machine with an In-
tel 2.53 GHz core 2 CPU with 4 GB of RAM. We simulate 24 hours in the
lifetime of a four-femtocell network.

Fig. 2 shows the impact of the occurrence probability of coverage overlap PO

and gap PD under the SVA and FIA schemes. The results show that the SVA
achieves a better satisfaction by lowering PO and PD. The SVA drastically re-
duces PO by 25% and PD by 38% under UEs following a normal distribution
(Fig. 2(a)) compared to FIA. A similar 26% improvement in reducing the PD for
UEs with uniformly distributed movements is shown Fig. 2(b). However, SVA
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(a) Normal distribution based UE (b) Uniform distribution based UE

Fig. 3. Average Number of Overlap and Gap Events per Femtocell

Fig. 4. Number of Self-Optimisations per 0.5 hour

does not improve PO and the overlap is more likely to be increased by about
24% compared to FIA. Although PO tends to increase, the overlap is still lower
than a threshold Othr ≤ 0.3. Furthermore PD is lower than PD of FIA.

Analogous to the occurrence probability, the number of occurred overlap
events XO and gap events XD can be also observed under two UE movement
schemes. Fig. 3 shows that SVA successfully reduces the number of occurred
overlap events and gap events in comparison to FIA. For UEs with normally
distributed movements, Fig. 3(a) shows that SVA lowers the number of gener-
ated overlap and gap events. The number of gap events is also reduced under
uniformly distributed movements (Fig. 3(b)).This in agreement with the result
from Fig. 2. Both results demonstrate that SVA achieves a better optimisation
than FIA.

We also record the number of triggered power adjustments (F δ−→ R). For FIA,
within each fixed time interval, there is always one power adjustment if the de-
sired level of overlap or gap probability has not been achieved. Fig. 4 shows the
number of power adjustments per half hour using SVA. Note that for both nor-
mal and uniform distributions of UE movements, SVA detects violation initially
rapidly and avoids unnecessary self-optimisations as whole network approaches
a stable optimal state.
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5.2 Discussion

A limitation of our statistical verification approach is that, if a desired property
is infeasible to achieve and violations occur very often, power adjustments are
triggered frequently without being able to converge to the optimisation goal. To
avoid such a problem, a limit on the number of self-optimisations during a given
time interval can be added to SVA. This might slow down the convergence speed
of the optimisation but it prevents the system from becoming unstable.

Moreover, different office environments might require different coverage over-
lap, gap and verification confidence values. A smaller overlap or gap threshold
makes it harder for the femtocell network to achieve its self-optimisation goal.
Higher verification confidence means that a verifier requires more evidence (i.e.,
overlap or gap events) to detect violations. It would be interesting to explore the
impact of this parameter and we plan to do this as part of future work.

6 Conclusions and Future Work

In this paper, we have shown how to use statistical verification to manage vi-
olations of optimisation goals in order to provide joint coverage in femtocell
networks. Our proposed approach is based on a sequential likelihood ratio hy-
pothesis test. It improves selection time to trigger the signal power adjustment
procedure of femtocells, and in turn improves the satisfaction of desired cover-
age performance. Our evaluation results show that our approach performs better
than a fixed time interval-based technique, resulting in a better satisfaction of
the desired upper bound of overlap and gap occurrence probabilities. Our ap-
proach can help optimise a femtocell network faster and avoid unnecessary signal
power adjustments when violations are rare. All these features are necessary for
guaranteeing fast, accurate and autonomous femtocell coverage self-optimisation.

For future work, we will consider scenarios with larger enterprise femtocell
networks and changes in femtocell locations in order to evaluate the scalability,
convergence speed and stability of statistical verification. In addition, we want
to exploit peak and off-peak usage patterns in femtocell networks, leading to
more realistic workloads of daily and weekly patterns of mobile devices.
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Abstract. The coverage of Points of Interest (PoI) is a classical require-
ment in mobile wireless sensor applications. Optimizing the sensors self-
deployment over a PoI while maintaining the connectivity between the
sensors and the sink is thus a fundamental issue. This article addresses
the problem of autonomous deployment of mobile sensors that need to
cover a predefined PoI with a connectivity constraints and provides the
solution to it using Relative Neighborhood Graphs (RNG). Our deploy-
ment scheme minimizes the number of sensors used for connectivity thus
increasing the number of monitoring sensors. Analytical results, simula-
tion results and real implementation are provided to show the efficiency
of our algorithm.

1 Introduction

Wireless sensor networks have received a lot of attention in recent years due
to their potential applications in various areas such as environment monitoring
[12,4]. Covering and monitoring events from the environment in a given area are
difficult tasks. Indeed, sensors have to be correctly placed to monitor the events
and a connection between the monitoring sensors and a base station (sink) have
to be kept to report data.

In this context, sensor placement can be divided into off-line and online
schemes. Although off-line deployments can provide optimal placement of sen-
sors, they require precise knowledge of the events’ locations. Online deployments
can cope with this drawback but are only feasible when sensors have motion ca-
pabilities. However, the main advantage of online deployments is the possibility
to obtain particular topologies which can provide properties such as connectivity.

Sensor placement related to coverage issues is intensively studied in the liter-
ature, and can be divided into three categories. The full coverage problem aims
at covering the whole area. Sensors are deployed to maximize the covered area
[6]. The barrier coverage problem aims at detecting intrusion on a given area.
Sensors have to form a dense barrier in order to detect each event that crosses
the barrier [8]. Point of Interest coverage aims at monitoring specific points in
the field of interest [9]. Different examples and results related to the deployment
of sensors can be found in [18].

J. Domingo-Pascual et al. (Eds.): NETWORKING 2011, Part I, LNCS 6640, pp. 355–366, 2011.
� IFIP International Federation for Information Processing 2011
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Previous works on Points of Interest (PoI) coverage using mobile sensors, such
as [9], do not consider the use of a base station where sensors have to report
data and to which a sensor have to be permanently connected either directly or
in a multi-hop fashion. The use of a base station in PoI coverage increases the
deployment complexity since a connectivity constraint is added. In this article,
we report a solution that solves the PoI coverage problem. We consider a network
composed by mobile sensors and a base station (data sink). We also assume that
at the beginning of the deployment the sensors are connected to the base station.
In our deployment solution, connectivity is the main constraint and, therefore, is
maintained all along the deployment procedure by a local control of the topology.

In our proposed solution, each sensor moves toward a PoI but also maintains
the connectivity with a subset of its neighboring sensors. The use of the Relative
Neighborhood Graph (RNG) reduction for choosing the subset of neighbors and
local connection preservation provides a global connectivity of the network. Once
the global connectivity can be provided locally, we want the sensors to deploy
in such a way that the number of sensors used for connectivity is minimized and
the number of sensors that cover the PoI is maximized.

The main contribution of this paper is a deployment algorithm that has the
following properties:

– Our algorithm achieves PoI coverage. Examples of static, moving and mul-
tiple PoI coverage are provided.

– Connectivity between each sensor and the base station is kept all along the
deployment procedure.

– Our algorithm is local i.e., every decision taken is based on local neighbor-
hood information only and does not require synchronization.

– It is efficient, it minimizes the number of connectivity sensors and maximizes
the number of covering sensors.

The rest of this paper is organized as follows: Section 2 provides background
which includes state of the art, assumptions, definitions and a problem state-
ment. Section 3 describes our deployment algorithm with its properties. Simula-
tion results are given in Section 4 where we consider static, moving and multiple
PoI coverage. Real implementation of our algorithm using Wifibots[2] is pre-
sented in Section 5 and conclusions are drawn in Section 6.

2 Background and Assumptions

2.1 State of the Art

In this section, papers about deployment and self-deployment of wireless sensor
networks are reviewed and we shortly extend this state of the art to mobile robots
deployment. As our main focus is PoI coverage with connectivity constraint, we
only cite papers that consider these two properties. Moreover, we consider the
deployment of mobile sensors but more interested readers can refer to [6,13] for
static random deployment strategies, to [10,3] for off-line computation of sensor
placement and to [18] or [15] for complete surveys. There are mainly three ways
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to optimize the deployment or the placement of mobile sensors: the coverage
pattern [16], grid quorum [7] and virtual force based movements [5].

This paper belongs to the virtual force based movement category, where
sensors are repelled or attracted each other by using virtual forces like elec-
tromagnetic particles. The sensors move step by step and the virtual forces are
computed based on the set or a subset of neighboring sensors. With this de-
ployment strategy connectivity and PoI coverage can be provided.

In this article, we consider an environmental monitoring application. In many
cases, monitoring the whole area might be unnecessary. Therefore, monitoring
some points of interest increases the sensing performance and reduces the de-
ployment cost. Surprisingly, very few works consider the actual problem of PoI
coverage. To the best of our knowledge, the only work that consider PoI cover-
age is [9]. In [9], authors propose an algorithm to monitor some specific points
periodically. Unlike the work presented in this paper, results from [9] do not
consider connectivity issue. In [11], authors developed an algorithm to deploy
the sensors around a PoI following a triangle tesselation. In this work, the PoI
is not covered by all the sensors and is only used as a focus point.

Our work considers single and multiple PoI coverage where connectivity has
to be kept between the sensors that cover the PoI and a base station (or sink).
Moreover, we increase the connectivity constraint and provide an algorithm in
which connectivity is kept all along the deployment procedure.

2.2 Motivation and Preliminaries

By considering the environmental monitoring, we assume that an event is de-
tected by an external entity and not by the mobile wireless sensor network itself.
Moreover, we assume that this external entity can precisely define the event’s
location. When the event is detected, it’s position is sent to the mobile sensors
through a fixed base station. The mobile sensors, then, self-deploy to monitor
this event and report data (such as temperature, humidity, video, etc.) to the
sink in a multi-hop fashion. Furthermore, it is possible to have more that one
event and these events could be mobile. To dynamically adapt to the changing
requirements, the deployment algorithm must provide properties such as con-
nectivity all along the deployment procedure. We use the following definitions
and notations for the network model:

Definition 1. Let G(V, E) be the graph representing the sensor network. V is
the set of vertices each one representing a sensor. E ⊆ V 2 is the set of edges;
E = {(u, v) ∈ V 2 | u �= v ∧ d(u, v) ≤ R}, where d(u, v) is the euclidean distance
between sensors u and v and R is the communication range. G(V, E) is our
model of the sensor network.

Assumption 1. We assume that each sensor has its position denoted by (x(u),
y(u)) for sensor u. This position can be provided by any internal mechanisms or
external entities such as GPS.
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Assumption 2. We assume that at the beginning of the deployment the sensors
are randomly spread out around the base station at a maximum distance of d <
R/4 from the base station. This condition ensures that the network is connected.

2.3 Relative Neighborhood Graph

The Relative Neighborhood Graph (RNG) [14] is a graph reduction method.
Given an initial graph G, the RNG graph extracted from G is a graph with
a reduced number of edges but the same number of vertices. Let the sensors
be the vertices of the initial graph and that there exists an edge between two
vertices if the two sensors can communicate directly. We assume here that the
communication between two sensors is possible only if the distance between them
is less than a given communication range. To build an RNG from an initial graph
G, an edge that connects two sensors is removed if there exists another sensor
that is at a lower distance from both sensors.

Using the RNG reduction has two main advantages. First, the RNG reduction
can be computed locally by each sensor since sensors only need the distances with
its neighbors [14]. Second, given that the initial graph is connected, the RNG
reduction is also connected. These two properties are important for scalability
and connectivity preservation. Indeed, to preserve the connectivity of the whole
network, each sensor has to preserve the connectivity with its neighbors that are
part of the RNG graph. In our algorithm, we use these properties to preserve
connectivity and to ease the movement computation.

3 Deployment Algorithm for PoI Coverage

3.1 Basic Idea

At the beginning of the deployment, all the sensors are in the communication
range of the base station and all the sensors are also within communication
range of each other. Each sensor moves independently from the other sensors.
The sensors are not synchronized, motion decisions are taken individually and
all the sensors run the same algorithm. It is important to notice here that the
base station can compute an optimal placement and can provide this location
to each sensor which can move toward this optimal position. However by doing
so, it is hard to ensure that the network is connected all along the deployment
procedure. Therefore, when tracking a moving PoI, some sensors may not have
an up-to-date position and placement.

In order to cover the PoI, the sensors move toward one predefined point that
may be chosen randomly within the set of PoIs. The direction of a sensor is
given by the following unit vector :

−→
Δ =

−→
dp/||

−→
dp||, where

−→
dp is the vector toward

the PoI. The movement vector of a sensor is thus −→m = d · −→Δ, where d is the
maximum distance that the sensor covers while maintaining connectivity with
its RNG neighbors. If d+(u) is the distance between sensor u and its farthest
RNG neighbor, d ≤ (R − d+(u))/2, where R is the communication range. This
condition ensures that, when considering worst case movements, all the RNG
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neighbors stay connected. After the computation is finished, sensor u moves
according to vector −→m.

In order to avoid an infinite small movements of sensors, we add a condition
on d. If d < ε1, with ε1 > 0 then we set d = 0. Note also that for termination
purpose, if the distance between a sensor and the PoI is lower than a given
threshold ε2, with ε2 > 0 (related to sensing range), the sensor stops moving.

3.2 Deployment Algorithm

Our deployment process is formally described in Algorithm 1. The algorithm is
divided into three parts which are related to three important aspects of deploying
a fleet of mobile sensors. The first part is related to the coverage requirements.
The second part considers connectivity preservation and the sensor’s movement
is performed in the third part. Since these three parts are independent, it is
simple to modify each part independently from the others. It is thus easy to
modify the direction computation while using the same path planning algorithm
and maintaining connectivity.

Algorithm 1. Deployment process
Part 1 – Direction computation on sensor u:

1: −→
Δ =

−→
dp/||−→dp||

Part 2 – Distance/speed computation on sensor u:

1: d = (R − d+(u))/2

2: ν = d
δ

, δ is the periodicity of movement decision, ν the speed

Part 3 – Motion of sensor u:

1: Move to new position using: speed ν, direction
−→
Δ and distance d.

2: Take obstacle into account.

3.3 Algorithm Properties

Theorem 1. Connectivity. If at time t = T the graph is connected, ∀t = i, i > T
the resulting graph at time t = i is connected.

Proof. In an asynchronous environment, sensors can run algorithm 1 at any
time. Let u and v be two sensors and u and v are connected a time t = T . Let
u ∈ RNG(v), v ∈ RNG(u) and d(u, v) = d+(u). Let us assume that two sensors
run Algorithm 1 at the same time and that they are moving in the opposite
direction of each other. The maximum distance covered by sensor v depends
on d(u, v). Since d(u, v) ≤ d+(v) the maximum distance covered by sensor v is
dv = (R−d+(v))/2 ≤ (R−d+(u))/2. Therefore, the maximum distance between
sensor u and v after their respective movement is d(u, v)+ (R−d+(u))/2+(R−
d+(v))/2 ≤ R. Thus, after their respective movement, sensors u and v are still
connected. If the connection to the farthest RNG neighbor is maintained, the
connection to closer RNG neighbors is also maintained and if the connectivity
with RNG neighbors is kept, network connectivity is thus also kept [14].

Theorem 2. Straight line deployment. Let b be the base station, p be the PoI
and let us assume that sensor u is not on the segment [b, p]. The distance h
between a sensor and the segment [b, p] is strictly decreasing.
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Proof. At each step of the deployment, sensor u moves toward the PoI. Since
the direction of the sensor is −→up, where u is the sensor’s position and the covered
distance is d ≥ 0, the distance between a sensor and the PoI is strictly decreasing.
As a consequence, the distance between the sensor and the segment [b, p] is also
decreasing. It is worth noting that when the sensor u ∈ [b, p], it remains in the
segment during movement and h = 0.

Theorems above show that our algorithm preserves connectivity all along the
deployment procedure. Furthermore, we bring proof that, at the end of deploy-
ment, sensors used for connectivity are more likely to form a straight line toward
the PoI and to be at the distance of R − ε1 from their neighbors.

4 Deployment Simulations

This section shows the performance evaluation results of our algorithm regarding
the static, moving and multiple PoI coverage. Simulations were performed using
WSNet[1]. In the simulations, δ is set to 5s and we set the communication range
to be equal to the sensing range, but this assumption can be easily modified
without affecting the behavior of the deployment. In this paper, we mainly focus
on connectivity for PoI coverage. Therefore, comparisons with other works are
hard to provide since literature lacks similar algorithms.

4.1 Static PoI

Deployment example. Figure 1 shows an example of the deployment’s evolu-
tion where the PoI is located at position [70, 100]. After 180s, the deployment
is finished. In the simulation setup, the sensors move during five seconds and
compute a new direction after their movements. This figure shows that the sen-
sors form a straight line between the base station and the PoI which reduces the
number of sensors used for connectivity preservation and therefore increases the
number of sensors involved in coverage.

Coverage quality. The Figure 2(a) presents the number of covering sensors
w.r.t. the distance between the PoI and the base station. In the simulation, the
base station is considered as a sensor which is not mobile. That is, we consider 20
sensors including the base station. This figure shows that the number of sensors
used for connectivity is minimized and that the number of covering sensors is
maximized. For example, when the PoI is at distance 40, we need 3 sensors for

(a) 30s (b) 60s (c) 120s (d) 180s

Fig. 1. Evolution of sensors’ positions depending on time. In this simulation there are
20 sensors with a range of 10 on a square of 100 × 100. The PoI is located at [70, 100].
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Fig. 2. Coverage quality, deployment speed and energy consumption

connectivity at distances 10, 20, 30 and the base station at distance 0, which
means that 4 sensors are used for connectivity and 16 sensors cover the PoI.

Deployment speed. The Figure 2(b) plots the number of covering sensors
depending on time. In this simulation, PoI is at distance 100 and 20 mobile
sensors are considered. A movement decision is taken every δ = 5s. This figure
shows that the first PoI is covered by at least one sensor after 120s. Note here
that we check the coverage every 1s. This means that the first covering sensor
has a mean speed of 0.75m/s (90m covered distance after 120s).

Energy consumption. To evaluate the energy consumed by each sensor during
the deployment, we consider a simple energy model where the energy consumed
by a sensor u is: E(u) = dα + β, where d is the covered distance and α and
β are constants (here, α = 1, β = 1). This simple energy model considers
the distance covered by a sensor but also penalizes multiple small movements.
Figure 2(c) shows the energy consumption of each sensor for a deployment of 20
sensors and a PoI at [100, 100]. This figure shows that the energy consumption
is linear depending on the covered distance. Moreover, our scheme consumes
small amount of energy since (for example) for a covered distance of 105m, 130
energy units are needed. We can notice that a sensor can cover R/2 = 5m in
every movement decision period since it has to maintain connectivity with its
neighbors. Therefore, the sensor needs at least 105/5 = 21 iterations to cover
105m. The energy consumed by the sensor is at least E(u) = 105×1+1×21 = 126
which is very close to 130.

4.2 Moving PoI

Deployment strategies and examples. We present three different strate-
gies for covering a new PoI when the sensors are already deployed. In the first
strategy, STR1, the sensors first move back to the base station before deploying
toward the new location of the PoI. This strategy provides a high coverage qual-
ity but increases the deployment duration and the amount of energy consumed.
In the second strategy, STR2, the sensors try to move directly toward the loca-
tion of the PoI without going back to the base station. This strategy reduces the
time needed to cover the new PoI but also reduces the coverage quality since an
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Fig. 3. Sensors’ positions depending on
time. In this simulation there is 20 sen-
sors with a range of 10 on a square of
100 × 100. The PoI is first located at
[70, 0] and then at [70, 70] after 200s.
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increasing number of sensor is needed to preserve connectivity. The third strat-
egy, STR3, is a mix of STR1 and STR2, in which sensors first move toward the
segment [b, p] and after, when the distance between the particular sensor and
the segment is lower than R/4, toward the PoI. This strategy combines the
advantages of STR1 and STR2.

The Figure 3 shows the example of deployment for different tracking strate-
gies. Figures 3(a) to 3(e) show the deployment using STR1. We can see from this
set of figures that after 450s the deployment reaches it’s end and that the first
covering sensor reaches the PoI between [350 − 450]s. Figures 3(f) to 3(j) show
the deployment using STR2. This set of figures shows that the deployment termi-
nates after 7 hours but that the PoI is reached after 300s. The long termination
time is mainly due to the fact that sensors can only make small movements since
they are at a distance close to R of each other. Figures 3(k) to 3(o) show that the
deployment using STR3 terminates after 900s and that the PoI is first reached
between [350 − 900]s, which is a consequence of this deployment strategy being
a trade-off between STR1 and STR2.

Deployment performance. We run a simulation of 3000s with 20 sensors and
move the PoI at a random location every 500s. The Figure 4 plots the number of
covering sensors depending on time, coverage quality and (re)deployment speed
for these three strategies. We can see from Figure 4 that each new PoI location
is covered by at least one sensor for each strategy and that, from the coverage
quality point of view, STR1 performs very good compared to other strategies.
From the redeployment speed point of view, STR2 shows very good performances.
We can see that between [1000− 1500]s the PoI is covered at most after 10s (we
sample the number of covering sensors every 10s). For STR1, 200s are needed and
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for STR3, 30s are needed. We can notice here that at time between [500− 1000]
the PoI is located at [93, 27] and between [1000 − 1500]s it is at [75, 1].

4.3 Multiple PoIs

Deployment strategies and examples. We have developed two strategies
for the coverage of multiple PoIs. In our first strategy, F1, we consider each
PoI independently. In this case, the base station is responsible of dividing and
assigning the set of sensors to each particular PoI. The assignment of a subset of
sensors to a given PoI can be done regarding the distance between the PoI and
the base station or based on some other criteria. Second strategy, F2, considers
the set of PoIs as a whole. The base station defines some intermediate points that
have to be reached by the sensors before effectively covering a PoI. For instance,
when two PoIs have to be covered, an intermediate point could be the gravity
center of the two PoIs and the base station. Note that we can also consider the
Steiner tree to choose intermediate points [17].

The Figure 5 shows the deployment example for F1 and F2 respectively. In
these simulations, we use 30 sensors and two PoIs at [90, 50] and [50, 90]. For F1,
we consider that the set of sensors is divided into two subsets and each subset is
assigned to one PoI. The Figure 5 shows that for F1 the deployment terminates
after 180s and that the PoIs are considered independently. For F2, we choose the
gravity center of the PoIs and the base station as an intermediate point. In F2 (as
in F1), each sensor is also assigned to a given PoI by the base station. However,
before moving toward its PoI, the sensor needs to reach the intermediate point.

Deployment performance. Figure 6 plots the number of covering sensors de-
pending on time for two strategies. This figure shows the trade-off performance
between deployment speed and coverage quality. Indeed, F1 outperforms F2 re-
garding deployment speed since the two PoIs are covered by at least one sensor
at 140s for F1 and this value is 160s for F2. However, the coverage quality pro-
vided by F2 is better than the coverage provided by F1. Note that for F1, the
number of covering sensors is not equal for two PoIs since we consider 30 sensors
in our simulation, including the base station. Therefore, 14 sensors are dedicated

F1:
(a) 30s (b) 60s (c) 120s (d) 180s

F2:
(e) 30s (f) 60s (g) 120s (h) 180s

Fig. 5. Sensors’ positions with multiple
PoIs depending on time.
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to one PoI and 15 sensors to the other. This is not the case for F2 since a subset
of sensors is used in common for connectivity.

5 Implementation

This section shows real example of deployment and implementation of our algo-
rithm in order to prove the proposed concept. We also show in this section that
even with real radio condition, obstacle condition and without accurate position
information our algorithm performs well. Mobile sensors used in this work are
Wifibot mobile robotic platforms (visit Wifibot website [2] for more details).

Our experiments were ran indoor and we used dead reckoning technique using
motor encoders to get robots’ positions during the deployment. The Wifibot
has an 802.11a/b/g interface which is used in our experiments to send periodic
messages containing position data to surrounding robots. It is important to
notice that due to indoor conditions and radio instability it was hard to evaluate
the real communication range of the robots. Therefore, we fixed it arbitrarily
and discarded messages received from robots that are out of communication
range.

We have also implemented a simple obstacle avoidance since Wifibots are
equipped with two IR proximity sensors. When a robot encounters an obstacle
it stops moving and considers the obstacle in it’s next direction computation.
The right (left) hand rule is used to bypass the obstacle depending on the value
from each IR sensor. The integration of an efficient obstacle avoidance scheme in
our algorithm is left for future work. It is also important to notice that in order
to alleviate the effect of messages losses, we increase the frequency of Hello mes-
sages. Due to space limitations we will not describe the Wifibot implementation
of our algorithm in details.

Figure 7 shows the example of deployment for a single PoI as presented in
Section 4.1 with an obstacle. In this experimentation, we have 3 Wifibots and
a base station at [0, 0]. The PoI is at [0, 11] and the communication range is
set to 4.5m while all other parameters are the same as in simulations. Figure 8
shows results regarding multiple PoI coverage as presented in Section 4.3. In this
experimentation we used 8 Wifibots with a range of 15m and two PoIs at [25, 45]
and [45, 25].
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Fig. 7. Wifibot deployment with an obstacle
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Fig. 8. Multiple targets at [20, 45] and [45, 20] with comm. range of 15m (8 robots).

6 Conclusion

We present an algorithm for Point of Interest (PoI) coverage with mobile wire-
less sensors. In our algorithm, the sensors must cover the PoI while maintaining
the connectivity with a fixed base station. The algorithm is distributed, needs
only local information at each sensor, does not require synchronization and is
divided into three parts. In the first part, the sensor computes its direction.
In the second part, the distance that has to be covered by the sensor and its
speed is computed. The third part is devoted to sensor’s motion. Unlike other
algorithms described in the literature, our algorithm maintains the connectivity
all along the deployment procedure and therefore allows the tracking of mo-
bile PoI. The connectivity maintenance of our algorithm is done by using the
Relative Neighborhood Graph (RNG). Indeed, if a graph G is connected, the
RNG extracted from G is also connected. Hence, during their movements, the
sensors only have to keep the connection with their RNG neighbors to keep
the whole graph connected. Moreover, the RNG computation uses only local
information.

We evaluate the performances of our algorithm regarding the number of sen-
sors that covers the PoI, the deployment speed, and the energy consumption.
We also provide some proofs about the connectivity preservation, the algorithm’s
termination and the shape of the resulting graph (straight line). We provide some
results regarding the coverage of moving PoI and multiple PoIs. Moreover, we
implement our algorithm on Wifibots and show that our algorithm can be easily
implemented and can work in real conditions by using a simple collision avoid-
ance scheme rule and by alleviating message losses. The next step of this work
is to consider the coverage of multiple moving PoIs and to consider the effect of
having more than one base station.
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Abstract. Due to scalability issues that the current Internet is facing,
the research community has re-discovered the Locator/ID Split paradigm.
As the name suggests, this paradigm is based on the idea of separating
the identity from the location of end-systems, in order to increase the
scalability of the Internet architecture. One of the most successful pro-
posals, currently under discussion at the IETF, is LISP (Locator/ID
Separation Protocol). A critical component of LISP, from a performance
and resources consumption perspective, as well as from a security point
of view, is the LISP Cache. The LISP Cache is meant to temporarily
store mappings, i.e., the bindings between identifiers and locations, in
order to provide routers with the knowledge of where to forward pack-
ets. This paper presents a thorough analysis of such a component, based
on real packet-level traces. Furthermore, the implications of policies to
increase the level of security of LISP are also analyzed. Our results prove
that even a timeout as short as 60 seconds provides high hit ratio and
that the impact of using security policies is small.

Keywords: Locator/ID Separation, Next Generation Internet, Address-
ing and Routing Architectures, Measurements.

1 Introduction

In the last years, there has been an increasing interest in the Locator/ID Split
paradigm, which is recognized to be a strong candidate to become a fundamental
building block of the Next Generation Internet. Differently from the current ar-
chitecture, where one single namespace, namely the IP address space, is used for
both indentifying and locating end-systems, in the Locator/ID Split paradigm
two different namespaces are used: the ID space and the Locator space, to re-
spectively identify and locate end-systems. Such a separation aims at solving the
scalability issues that the current Internet is facing [19], mainly concerning the
continuously increasing BGP routing table [1], but also concerning addressing,
mobility, multi-homing [22], and inter-domain traffic engineering [25].

The main effort to tackle these issues has started three years ago, when the
Routing Research Group (RRG) has been rechartered to explore the possibility
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to enhance the Internet architecture by introducing some form of Locator/ID
Split. Among the numerous proposals introduced since then [16], the most suc-
cessful so far are ILNP (Identifier/Locator Network Protocol [5]), which has been
adopted by the RRG, and LISP (Locator/ID Separation Protocol [7]), which has
been chartered as Working Group in the IETF and has been already deployed
in an international test-bed [2]. On the one hand, all the proposals improve the
Internet architecture, in a way or another, by some form of Locator/ID Split.
On the other hand, they introduce the necessity to distribute and store bindings
between IDs and Locators (i.e., mappings), which is the key critical component
that can make the difference. Hence, the importance of evaluating what is the
cost (i.e., memory consumption, overhead, ...) of storing and distributing these
mappings. In addition, the way they are managed does also have an impact on
the robustness of the proposed architecture with respect to security threats.

Focusing on LISP as reference protocol, in this paper we present a thorough
analysis of the mapping cache. In a previous work, Iannone et al. analyzed a
Netflow traffic trace from a small/medium sized university campus [11]. We
build our work on the same methodology, but develop a new emulator in order
to go beyond previous results and provide a deeper analysis. For this purpose, we
use two 24-hour packet-level traces from a large European ISP, taken at different
periods of the year. Further, Saucez et al. [24], in their security analysis of the
LISP protocol, highlighted that a number of attacks can be avoided by slightly
modifying the policy that LISP uses to encapsulate and decapsulate packets.
Hence, we evaluate what are the implications, from a scalability point of view,
of running LISP in such a more secure manner, which we call symmetric LISP.

The contributions of this paper are many-fold. We thoroughly analyze the
behavior of a LISP Cache for traffic of a large number of DSL customers. Our
results show that it is possible to maintain a high hit ratio with relatively small
cache sizes, showing that there is no use in large timeouts. Compared to [11], we
show how the LISP Cache has good scalability properties. We analyze what and
how much would change if instead of running vanilla LISP, i.e., as defined in the
specifications, symmetric LISP is used in order to increase security. Our results
are important for ISPs in order to identify and quantify the resources needed to
deploy LISP, with respect to the level of resiliency that they want to guarantee.

The remainder of this paper is structured as follows. In Section 2 we present
the related work. In Section 3 we provide an overview of LISP in order to
highlight how the LISP Cache works and the motivation for symmetric LISP.
Section 4 describes how we collected and analyzed the traces used to obtain the
results presented in Section 5. Finally, we draw our conclusions in Section 6.

2 Related Work

The concept of Locator/ID Split was already discussed, but never widely ex-
plored, in the late 90s ([23], [10]); rather used to solve specific issues, like crypto-
graphic security with HIP (Host Identity Protocol [20]) or multi-homing for IPv6
with Shim6 [21]. The situation has changed after the rechartering of the RRG,
with quite a number of proposals being discussed, either based on tunneling
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(e.g., LISP [7], HAIR [8]) or on address rewriting (e.g., ILNP [5], Six/One [26]).
Despite the plethora of proposals, very few works have tackled the evaluation of
such a critical component as the cache.

Kim et al. [27] studied route caching based on Netflow data, showing how
caching is feasible also for large ISPs. However, they used a generic approach, not
focused on LISP, and a limited cache size. Iannone et al. [11] have performed an
initial study, without considering security issues, based on a single Netflow trace
of a small/medium sized university campus. We adopt a similar methodology to
provide comparable results, which we discuss in Section 6. Nevertheless, because
we base our results on two 24-hour packet level traces captured in different
periods we are able to provide a deeper analysis, including security aspects.

In the work of Zhang et al. [9], the authors propose a simple LISP Cache model
with bounded size, using a Least Recently Used (LRU) policy to replace stale
entries.1 Their evaluation is based on a 24-hour trace of outbound traffic of one
link of the CERNET backbone, the China Education and Research Network. In
our analysis we take a different approach, assuming that the cache is not limited
in size. This is a reasonable assumption since, as we will show later, even for
large ISPs there is no need to use large caches and by tuning the expiration
timer, caches do not grow so large as to hit memory limits of current routers.

Jakab et al. [14] propose a LISP simulator able to emulate the behavior of dif-
ferent mapping systems. However, they focused on the evaluation of the latency
of their own mapping system solution, namely LISP-TREE, and compared it to
other approaches but neglecting the analysis of the LISP Cache.

3 LISP Overview

The main idea of the Locator/ID Separation Protocol (LISP [7]) is to split the IP
addressing space in two orthogonal spaces, one used to identify the end-hosts, and
one used to locate them in the Internet topology. By re-using IP addresses, LISP
is incrementally deployable and meant to be used on the border routers of stub
domains, like in the scenario presented in Figure 1. Stub domains use internally
an IP prefix, called EID-Prefix as for End-system IDentifier, which is part of the
ID space. This prefix does not need to be globally routable, since it is used only
for routing in the local domain. On the contrary, the core of the Internet, known
as Default Free Zone (DFZ), will use globally routable IP addresses that are
part of the locator space. In particular, the IP addresses used by stub domains’
border routers on their upstream interfaces (toward the provider) are part of
such a space and represent the Routing LOCators (RLOCs), since they allow to
locate EID in the Internet. The binding between an EID-Prefix and the set of
RLOCs that locate it is a mapping. EID-Prefixes are no longer announced in the
DFZ, allowing a size reduction of BGP’s routing table. Evaluating such kind of
benefits is beyond the scope of this paper. Further information can be found in
the work of Quoitin et al. [22] and Iannone et al. [12].

1 In the rest of the paper we will use the term LISP Cache and cache interchangeably.
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In the context of LISP, end-hosts generate normal IP packets using EIDs as
source and destination addresses, where the destination EID is obtained, for in-
stance, through a DNS query. LISP then tunnels those packets from the border
router of the source domain to the border router of the destination domain, using
the RLOCs as source and destination addresses in the outer header. For tunnel-
ing, LISP uses an IP-over-UDP approach, with the addition of a LISP-specific
header between the outer UDP header and the inner (original) IP header.2 In
the LISP terminology, the border router in the source domain performing the
encapsulation is called Ingress Tunnel Router (ITR), while the one in the des-
tination domain, performing the decapsulation, is called Egress Tunnel Router
(ETR). In general, they are just named xTRs. To perform tunneling operations
routers use two data stores, namely the LISP Database and the LISP Cache.

The LISP Database stores mappings that bind the local EID-Prefixes (i.e.,
inside the local domain) to a set of RLOCs belonging to the xTRs deployed
in the domain. The purpose of the LISP Database is two-fold. For outgoing
packets, if a mapping exists for the source EID it means that the packet has to
be LISP encapsulated and the source RLOC is selected from the set of RLOCs
associated to the source EID-Prefix. For incoming packets, if a mapping exists for
the destination EID, then the packets are decapsulated. The LISP Database is
statically configured on each xTR. Its size is directly proportional to the number
of the EID-Prefixes and xTRs that are part of the local domain. Due to its static
nature and limited size, the LISP Database does not present any scalability issue
and is not further analyzed in this paper.

The LISP Cache temporarily stores the mappings for EID-Prefixes that are
not part of the local domain. This is necessary to correctly encapsulate outgoing
packets, in particular to select the RLOC to be used as destination address
in the outer header. Mappings are stored only for the time that are used to
encapsulate packets, otherwise, after a timeout, they are purged from the cache.
While critical for the dimensioning of the system, the LISP specification does
not provide any value for this timeout, leaving the choice (or responsibility) to
the implementers and system administrators. It should be clear that since the
entries in the cache can expire, they are also entered in an on-demand fashion.
This makes the cache so critical, since its content, size, and efficiency is totally
traffic driven. In particular, the first outgoing packet, destined to an EID for
which there is no mapping in the cache, triggers a cache-miss. Such an event, in
turn, triggers a query message that the ITR sends to the Mapping Distribution
System.3 The latter is a lookup infrastructure designed to retrieve the mapping
for the destination EID of the packet that triggered the query. This is the same
principle of DNS, which allows to retrieve the IP address(es) of a server from its

2 The LISP header contains information about RLOCs’ reachability and traffic engi-
neering. Details on this header can be found in the protocol specification ([7], [13]).

3 Note that, in case of cache-miss, the packet that triggered it cannot be encasulated,
since there is no mapping available. The LISP specifications do not explicitily de-
scribe what to do with the packet, however, it is out of the scope of the present work
to evaluate this particular aspect.
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FQDN (Fully Qualified Domain Name). Insofar, several Mapping Distribution
Systems have been proposed, but only the BGP-based ALT [6] is an official
working item of the LISP Working Group. It is out of the scope of this paper
to compare different mapping systems. Further information can be found in the
work of Jakab et al. [14] and Mathy et al. [18].

The attentive reader should have noticed that there is a fundamental asym-
metry in LISP when performing encapsulation and decapsulation operations.
Indeed, while doing encapsulation the ITR uses the cache to locate what to put
in the outer header, on the contrary, the ETR, while decapsulating the packet,
does not use the cache. Rather, it just performs the checks described previously
for the LISP Database and eventually decapsulates the packet.

This asymmetry leaves the LISP protocol vulnerable against specific attacks
on the ETR, as pointed out by the work of Saucez et al. [24]. The authors describe
attacks exploiting data packets as well as attacks that leverage on fields of the
LISP header. Attacks are not limited to classic DoS and spoofing, but regard
also cache poisoning, i.e., injecting wrong information into the cache, or cache
overflow, i.e., saturating the cache and increasing the number of cache-misses.
The analysis they performed, led the authors to conclude that to increase the
level of security of the whole LISP architecture, the best solution is to use a
symmetric model with a drop policy. Put differently, the authors suggest to only
allow encapsulation as well as decapsulation if mappings are present in both the
LISP Cache and the LISP Database. Otherwise, when the mapping is not in the
cache a miss is generated and the packet is dropped. The rationale behind this
suggestion is the assumption that the mapping distribution system is secured and
trusted, hence, sanity checks can be performed at both ends, when encapsulating
and when decapsulating. In particular, for the latter operation it means that if
the packet contains information that is not coherent with the content of the
cache, it is dropped. The implications of introducing the symmetric model to
increase security are two-fold: on the one hand, performing additional checks
when performing decapsulation may reduce the performances, however this is a
common price for security mechanisms. On the other hand, this means that the
size of the cache, its dynamics, and the control traffic overhead is increased.

In the second half of this paper, we will refer to the symmetric model as sym-
metric LISP and we will assess its impact as compared to vanilla LISP to evaluate
what are the trade-offs to increase security in the LISP protocol.
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4 LISP Emulation

To evaluate LISP we implemented pcap2lisp, which is meant to emulate the
behavior of LISP’s xTRs. The emulator is essentially designed to be fed with
pcap-formatted traffic data and mimics as much as possible the LISP architec-
ture; hence we based its implementation on two main modules (cf., Figure 2).
The LISP Database, which is a manually configured list of internal network pre-
fixes (EIDs). The LISP Cache, which stores EID-Prefixes and related statistic.
Besides these two modules there is a central logic that creates the correct statis-
tics, periodical reports that are written in logs, and that overviews the correct
management of the cache timeouts. In addition, we use a local BGP prefixes
database, fed with the list of BGP prefixes published by the iPlane Project [17].
The database is used to group EID-to-RLOCs mappings with the granularity of
existing BGP prefixes, because, as for today, there is no sufficient information
to predict what will be the granularity of mappings in a LISP-enabled Internet.
This BGP granularity follows the methodology proposed in [11], thus making
the results comparable. Furthermore, such an approach allows using the BGP
database as a black box returning the mappings needed to feed the cache.

We fed pcap2lispwith two sets of anonymized traffic data collected within a
large European ISP for 24 hours in April 2009 (APR09) and in August 2009
(AUG09) from a vantage point covering more than 20,000 DSL lines and already
validated in other studies ([4,15]).

5 Results

Similarly to the work in [11], we used three different cache timeout values, re-
spectively 60 seconds, 180 seconds (i.e., three minutes), and 1,800 seconds (i.e.,
30 minutes). The reason why we choose 60 seconds, instead of 300 minutes like
in [11], is because that work already proved that the 300 minutes timeout value
is inefficient considering the hit ratio vs. the cache size.

It is useful starting by identifying the working set, in this case represented by
the number of observed BGP prefixes in our measurement environment. Figure 3
depicts the total number of contacted prefixes per minute, as well as the break-
down of incoming, outgoing, and bi-directional traffic. What we can identify in
Figure 3 is that the majority of the observed prefixes (i.e., 70.1% in average in
both traces) are bi-directional. One thing to keep in mind is that in the case
of vanilla LISP, incoming packets do not play any role in the LISP cache, as
explained in Section 3. On the contrary, when using symmetric LISP, incom-
ing prefixes have an impact on the cache since the ETR does need a mapping.
Hence, the 11.4% (average value in both traces) of incoming prefixes are a key
differentiation between the two versions of LISP.

5.1 Vanilla LISP

A key benefit of LISP is the reduction of the routing table size in the DFZ [22],
however, it exists a trade-off between the reduction of the routing table size and
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the LISP Cache size. The analysis of the caching cost is important for estimating
the actual benefits of LISP. Figure 4 illustrates the number of entries and the
size of the cache measured per one-minute time bin. Note that there are two
measurement scales for the y-axis in the plot. While the left scale indicates the
number of cache entries, the right scale indicates the size of the cache expressed
in MBytes. The drop of the cache size at the end of the plot is due to the fact
that we run the emulation until all cache entries are expired due to the timeout.

We can observe that the number of entries and the size of the cache are pretty
low for the 60 and 180 seconds timeout cases (respectively slightly more than
10,000 and 20,000) and their curves show a spiky behavior. The 1,800 seconds
timeout is much higher but with smoother changes, however, it takes about 30
minutes to reach the stable working set (almost 60,000 entries).

In the plot, and differently from [11], we calculate the size of the cache using
the size of the data structure of a real LISP implementation, namely Open-
LISP [3]. In OpenLISP each entry of the cache is a radix node containing all the
information of the mapping and pointing to a chained list of RLOCs nodes. Thus,
the size Csize of the cache is given by: Csize = NE × (Radixs + NR × RLOCs).
Where NE and NR represent respectively the number of entries in the cache
and the number of RLOCs per entry. Radixs is the size of a radix node (56
bytes in OpenLISP), while RLOCs is the size of the RLOC node (48 bytes in
OpenLISP). For the results in Figure 4 we assume two RLOCs per mapping.

Figure 5 depicts traffic volume and the traffic overhead of LISP expressed in
MBytes/sec. This plot is based on 60 seconds timeout, because, as we will show
next, the traffic overhead is in inverse proportion to the timeout value. Therefore,
the estimation of the traffic overhead reported in this analysis shows the maximum
values. The line plotted in positive values indicates outgoing traffic, whereas the
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line plotted in negative values indicates incoming traffic. The shading over and
under the traffic line indicates the traffic overhead. The overall overhead O can be
evaluated by adding the overhead due to the LISP encapsulation, i.e., the number
of packets NP multiplied the size of the prepended header EH and the volume of
traffic generated to request and receive the missing mappings. Assuming the one
single request/reply exchange is performed for each miss, the latter is given by the
number of misses NM multiplied by the size of the Map-Request message MREQ,
for outgoing traffic, or the size of the Map-Reply, for incoming traffic, which is given
by a fixed size MREP plus the size of each RLOCs record R times the number of
RLOCs NR. Note that the Map-Request and Map-Reply are the standard mes-
sages defined by LISP to request and receive a mapping from the mapping dis-
tribution system, independently from the specific instance of this latter. Putting
everything together, for outgoing traffic we have: Oout = NPout × EH + (NM ×
MREQ); while for the incoming traffic we obtain: Oin = NPin × EH + (NM ×
(MREP + NR × R)). From the LISP specifications [7] the size of EH is 36 bytes,
the size of MREQ is (without any trailing data) 24 bytes, the size of MREP (with-
out any trailing data) is 28 bytes, to which we need to add 12 bytes for each RLOC
record R. With these numbers is possible to plot the overhead in Figure 5, which
is between 3.6% and 5.2% for APR09 and 3.6% and 4.6% for AUG09.

As the previous analysis shows, the selection of an appropriate timeout value is
of prime importance for the efficiency of the cache. Thus, we further analyze the
implications of different timeout values. We first evaluate the efficiency of cache
by investigating the ratio between cache misses and cache hits. Figure 6 depicts
the number of hits and misses in different timeout values. Even with the y-axis in
logarithmic scale it is not possible to distinguish the lines of the cache hits, since
they are overlapping each other. Hence, we need to look at the difference in the
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number of cache misses. Despite the identifiable difference, it is hard to avoid the
claim that the benefit from the longer timeout value is insignificant compared to
its cost in terms of size. Indeed, the hit ratio is always higher than 99% for every
timeout value, while the size can be more than 5 times bigger when we compare
the 60 seconds case with the 1,800 seconds case.

To confirm that a large cache is not useful, in Figure 7 we plot the CDF of the
traffic volume forwarded by each entry, showing that the vast majority of cache
entries carry less than 1 MBytes of traffic. Furthermore, Figure 8 shows how at
least 50% of the entries have a lifetime only slightly longer than the timeout
value. Both CDFs are the consequence of the well-known Internet phenomena
that a small number of prefixes are responsible for the majority of Internet
traffic. Coupled with the evidence mentioned above, we draw the inference that
the minimum timeout value (60 seconds) is the most cost-beneficial.

5.2 Symmetric LISP

With respect to the security threats discussed in Section 3, we evaluate the extra
cache size and the extra traffic overhead when the symmetric model is used. Since
the extension of the mapping mechanism to incoming traffic is the main idea of
the symmetric model, an increase in the number of entries and the size of the
cache is expected and confirmed by the plot in Figure 9. For a clear comparison,
the cache size shown in Figure 4 is presented again in gray color (lighter gray
in black and white print). From Table 1, we see that there is a 6.8% to 9.9%
increase in the cache size, when the symmetric model is used. Interestingly, the
higher the timeout value, the lower the increase; we argue that it is due to the
fact that longer timeouts increase entries’ reuse probability.
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Table 1. Cache size (in Mbytes) increase due to security enhancement (two RLOCs)

APR09 AUG09
Timeout Vanilla Symmetric Difference Vanilla Symmetric Difference

60 sec 3.47 3.76 +8.36% 3.04 3.34 +9.87%
180 sec 5.32 5.74 +7.89% 4.85 5.29 +9.07%

1800 sec 11.29 12.06 +6.82% 10.99 11.76 +7.01%

Now, we expand the analysis to include the extra traffic overhead. Recall
that each cache-miss, even for incoming traffic, triggers at least two messages
(Map-Request and Map-Reply). Figure 10 compares the number of cache-miss
under vanilla LISP and symmetric LISP. The most interesting result shown in
the plot is the fact that the number of miss caused by incoming packets does not
correspond to the increase in the number of cache-miss. Indeed, we observe that
2.8% to 13.6% of cache-miss are additionally produced under symmetric LISP,
but the percentage of cache-miss due to incoming packets is much higher, while
the number of cache-miss due to outgoing packets shrinks.

When translated into traffic overhead, the increase of miss generates a small
increase in bandwidth consumption. Nevertheless, after applying the same com-
putation like for vanilla LISP, the measured increase in bandwidth is always
lower than 0.5%, hence not critical if not negligible.

6 Conclusion

The scalability issues of the current Internet have triggered an important amount
of research on the Locator/ID Split paradigm. LISP, in particular, has gained
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momentum and seems to be a strong candidate to be widely adopted. The critical
component in the LISP architecture, from a scalability and security point of
view, is the LISP Cache. By using two 24-hour traces of a large European ISP,
we thoroughly analyzed this component. In the present work we adopted the
same methodology as in [11], in this way, the two works nicely complement and
validate each other. An interesting comparison with the previous work is about
the size of the cache vs. the number of users. In our case the size of the cache is
almost doubled, however, in our traces there is more than three times the number
of users than in the traces analyzed in [11]. This suggests that the average size
of the LISP cache does not grow linearly with the number of end-systems. This
is an important result, since it confirms that the LISP cache has good scalability
properties. Future work will focus on further analyzing this aspect.

We went further in the analysis, mainly, but not only, in two points: the anal-
ysis of very short cache timeout and the analysis of the symmetric LISP model,
which improves security. When the timeout value is as small as 60 seconds, the
measurements prove that efficiency of the cache is still very high, with more than
99% hit-ratio, while the size reduces almost by half compared to the 180 seconds
timeout case, and it is almost five times smaller compared to than the 1,800 sec-
onds timeout case.

Another main contribution of the present work concerns the symmetric LISP
model. The presented analysis shows that the increase in the size of the cache
and the generated overhead is the order of 13% (for the 60 second timeout case).
This looks like a very low cost compared to the security benefits, which have a
very high value for ISPs and vendors.
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Abstract. A major challenge in network virtualization is to virtualize the 
components constituting the network, in particular the routers. In the work 
presented here, we focus on how to use open source Linux software in 
combination with commodity hardware to build open virtual routers. A general 
approach in open router virtualization is to run multiple virtual instances in 
parallel on the same PC hardware. This means that virtual components are 
combined in the router’s data plane, which can result in performance penalty. In 
this paper, we investigate the impact of the design of virtual network devices on 
router performance in Linux namespace environment. We identify performance 
bottlenecks along the packet data path. We suggest design changes to improve 
performance. In particular, we investigate modifications of the “macvlan” 
device, and analyze the performance improvements in terms of packet 
forwarding. We also investigate how the number of virtual routers and virtual 
devices within a physical machine influence performance. 

Keywords: network virtualization, virtual router, SoftIRQ, NAPI, Softnet API. 

1   Introduction 

With the continuous growth of the Internet to new areas, services and applications, the 
demands increase on the ways in which we organize and manage networks. Future 
networks need to be flexible, support a diversity of services and applications, and 
should be easy to manage and maintain. One way of addressing these requirements is 
to virtualize routers. Router virtualization involves running several router instances on 
the same physical hardware, in a way that allows each instance to appear as a 
separate, independent router. This makes it possible to support a multitude of services, 
management disciplines, and protocols in parallel on different virtual routers.  

A general approach to router virtualization is to use computing virtualization 
techniques to run multiple operating systems as guests in parallel on the same 
hardware, and let each guest run one instance of the router software. In open source 
virtual routers, these operating systems are based on open source software that can be 
combined with commodity PC hardware. 

Broadly virtualization techniques can be categorized into hypervisor-based and 
container-based virtualization. With hypervisor-based virtualization (such as KVM 
and Xen), the hardware is virtualized so that each guest runs its own operating 
system. In contained-based virtualization (sometimes also called jails or operating 
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system virtualization), the operating system is partitioned into multiple domains, 
where each guest runs in its own domain. Examples of container-based virtualization 
include FreeBSD Jail, Linux-VServer, OpenVZ, and Linux Namespaces. Container-
based virtualization is more “light weight” in the sense that it is based on partitioning 
of the operating system resources, something that could potentially be achieved with 
no or little extra processing overhead. The drawback is that all guests need to run the 
same operating system, as they are sharing the same operating system kernel. 
Hypervisor-based virtualization is more flexible in this respect but incurs a larger 
overhead, which limits the number of concurrent guests.  

The purpose of our work is to study how container-based virtualization can be used 
for router virtualization. We focus on contained-based virtualization because of its 
potential for low processing overhead and support for many simultaneous guests. The 
starting point for our work is the observation that there is a significant performance 
penalty for performing packet processing in guests. The performance penalty comes 
from the level of indirection between network interfaces and virtual routers: When a 
packet arrives on a network interface, the corresponding virtual router should be 
identified, and the packet should be redirected to the virtual router. The way in which 
this redirection is performed has fundamental impact on overall performance.  

A common solution is to use existing kernel components such as software bridges 
and virtual interfaces. In previous work we have shown that this is a costly solution in 
terms of performance, as it introduces considerable processing overhead [9]. A more 
promising approach is to use the macvlan device – a kernel object specifically 
designed for support of multiplexing and demultiplexing of packets between physical 
and virtual interfaces based on MAC addresses. The purpose of this paper is to 
investigate how a virtual router framework can be designed around the macvlan 
device and Linux Namespaces. We find that macvlan exhibits undesirable behavior at 
overload – when traffic load increases above a certain point, the effective throughput 
goes down. This is a considerable disadvantage of any routing platform, and we 
therefore propose a revised version, called NAPI-macvlan. The performance of 
NAPI-macvlan is studied in terms of throughput, scalability, and virtual router 
isolation properties. We demonstrate that NAPI-macvlan has superior performance, 
compared to macvlan, and does not exhibit the negative behavior at overload.  

The rest of this paper is organized as follows: Section 2 surveys related work on 
virtual router platforms. Thereafter, Section 3 describes a Linux virtual router 
framework based on macvlan devices and Namespaces. This section also introduces 
the NAPI-macvlan and gives the rationale behind its design. Section 4 presents and 
analyses performance measurements of virtual router configurations using macvlan 
and NAPI-macvlan. Finally, Section 5 concludes the paper. 

2   Related Work 

There are many examples of work, where different virtualization technologies are 
evaluated as virtual router platforms. For instance, Xen virtualization has been 
investigated in detail [1] and it has been shown that Xen can achieve a considerable 
forwarding rate in the privileged domain, but that guest domain forwarding results in 
poor performance. Studies on data plane virtualization using Xen can also be found 



 Data Plane Optimization in Open Virtual Routers 381 

 

[2], where packet forwarding through guest domain is suggested in order to virtualize 
the data plane. Another work demonstrates how to make efficient use of multicore 
commodity hardware for virtual routers [3]. It also identifies performance bottlenecks 
associated with the currently available commodity hardware. 

VINI [4] presents a virtual network infrastructure for network experimentation in a 
realistic and controlled environment. For router virtualization, VINI uses User-Mode 
Linux (UML) and Click to define custom data planes. The data plane runs in user 
space, something which gives great flexibility, but the implementation is also subject 
to a significant performance penalty.  

Another platform for virtual networks is Trellis [5]. Router virtualization in Trellis 
is based on customized components that have been introduced to improve forwarding 
rates. The resulting throughput is compared with virtual routers based on Xen and 
Openvz, it is shown that higher throughput can be achieved in Trellis.  

An alternative virtual router enabling technology is to use a source code merging 
scheme as a mechanism to define custom data planes for virtual routers [6]. Source 
code is a language used to define the packet path for each virtual router. The packet 
path is specified in terms of networking functions that are connected together. Click 
and Linux VServer is used to provide virtual routers platform. 

PdP (Parallel data Plane) presents a virtual network platform to achieve high speed 
packet processing [7]. It runs control and data planes in guest machines for better 
isolation and flexibility. In order to boost the forwarding rate, PdP uses an 
architecture where multiple guest machines perform packet forwarding in parallel. 

The Crossbrow architecture [8] is yet another example of a virtual network 
platform. The focus is network resource virtualization to achieve fair bandwidth 
sharing among various virtual instances. Virtualization of physical network interfaces 
is proposed using different virtual devices (such as VNIC and virtual switch).  

3   Linux Based Virtual Routers 

A virtual router sends and receives packets on virtual interfaces. Besides this, a virtual 
router is just like a physical router: is has a routing table, routing protocols, packet 
filtering rules, management interface, and so on. A virtual router runs in a host 
environment, which is responsible for allocating resources to the virtual router, and 
for managing these resources. There can be multiple virtual routers in the same host 
environment, sharing the available resources, as illustrated in Fig. 1. Even though a 
virtual router communicates on virtual interfaces, its purpose is often to process 
packets that appear on the physical interfaces in the host environment. This means 
that the host environment needs to redirect packets between physical and virtual 
interfaces. When a packet is received on a physical interface, the host environment 
checks the packet in order to identify the virtual router to which the packet should be 
redirected, and makes the packet available to the virtual router on one of its virtual 
interfaces, When the virtual router has processed the packet and determined the next 
hop, the packet is placed on an outgoing virtual interface from where it is finally 
transmitted on a physical interface. 

The redirection of packets between physical and virtual interfaces introduces a 
layer of indirection that is not present in a physical router. This functionality can be 
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implemented in several ways. One common configuration is to use the regular 
software bridge module in the Linux kernel to interconnect the interfaces, as shown in 
[9]. The software bridge provides a general-purpose switching function that allows 
packets to be switched between interfaces (virtual or physical) based on MAC 
addresses and MAC address learning. This solution is general in the sense that it 
allows packet to be switched between any pair of interfaces, and it is an attractive 
solution being based on a well-known software component already available in the 
kernel. However, for the purpose of redirecting packets between virtual and physical 
interfaces, it introduces a considerable amount of overhead. This, in turn, incurs 
performance penalties, something that was investigated in previous work [9]. Similar 
solutions that have been used are the virtual switch [14] and the short bridge [5]. It is 
also possible to use, for example, IP routing and Network Address Translation (NAT) 
for traffic to and from virtual machines, but those are not suitable for virtual routers. 

A promising solution from a performance point of view is to replace the software 
bridge with a multiplexing/demultiplexing module. This is a more restricted solution, 
but potentially more efficient, since it can move packets from physical interface to 
virtual with less overhead. In the following we will investigate this solution closer. 
We start by examining the packet processing path in a Linux-based virtual router in 
more detail. 

 

Fig. 1. General design of Linux-based virtual routers 

3.1   Packet Processing Path  

When a packet is received on a Network Interface Card (NIC), the packet is 
transferred to a receive buffer in main memory, and an RX (receive) interrupt is 
generated. Interrupt processing is costly and can have large impact on forwarding 
performance [10]. Modern NICs provide features like interrupt coalescing and 
interrupt throttling for mitigating the negative effects of interrupt handling [11]. 
Current Linux use an RX interrupt processing scheme called NAPI [12], adopted from 
kernel 2.4.20 [13]. Instead of using one hardware interrupt per packet, NAPI 
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combines interrupts with polling so that multiple packets can be processed within a 
single hardware interrupt. The NAPI interrupt handler accumulates packets in receive 
buffers, and schedules a software interrupt (SoftIRQ) to trigger processing of a batch 
of incoming packets.  

After a SoftIRQ, the packet is delivered towards a virtual router via the corres- 
ponding virtual interface (VIF). Virtual interfaces are exactly like physical interfaces 
except that they are completely implemented in software. Therefore, no hardware 
interrupts are involved.  A common example of a virtual interface is veth—the virtual 
Ethernet device. It has its own MAC address and an administrator has full access to its 
configuration in terms of MAC address, IP address assignment etc. Another example of 
virtual interfaces is the macvlan device, which will be discussed in more detail below.  
Both veth and macvlan are the part of the Linux kernel (2.6.x). 

When the virtual router has processed a packet from its incoming virtual interface, 
the packet will be scheduled for transmission on an outgoing NIC. The outgoing NIC 
has a transmit (TX) queue where outgoing packets are placed. The NIC is then informed 
that outgoing packets are ready for transmission. The NIC’s DMA engine fetches the 
packet from host memory and transmits it onto the physical media. 

3.2   The macvlan Virtual Interface  

In previous work we investigated how a careful selection of virtual interface and 
approach for redirecting packets between virtual and physical interfaces can improve the 
overall system performance [9]. We compared a macvlan-based virtual router with veth/ 
bridge-based virtual router using both OpenVZ and Linux namespaces virtualization 
environments. We concluded that, in comparison with veth/bridge, a macvlan based 
virtual router is far less CPU demanding and can achieve higher throughput. In addition, 
it shows better behavior in overload situations. 

 

Fig. 2. Data plane for a macvlan based virtual router 

The macvlan device provides a mechanism to define multiple virtual interfaces on 
top of a single physical interface. Each virtual interface is bound to a physical 
interface and has its own MAC address. A MAC address table is maintained for the 
virtual/physical address mapping. Fig. 2 depicts the packet data path for a macvlan-
based virtual router. A packet received in a physical ingress interface enters into the 
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virtual router through a virtual interface, macvlan A. After MAC level processing, the 
packet is queued in a backlog queue and a SoftIRQ is scheduled. When the SoftIRQ 
occurs, the packet is fetched from the queue for processing in the virtual router. As a 
result of the processing, an outgoing virtual interface is determined, and the packet is 
handed over to this virtual interface, macvlan B. There, the packet is buffered in 
another backlog queue and a new SoftIRQ is scheduled. Finally, upon the new 
SoftIRQ, the packet is moved from the backlog queue to the transmission queue of the 
physical egress interface. 

Like a physical interface, a virtual interface always delivers a packet for receive 
interrupt processing after interface level processing. It can be observed in Fig. 2 that 
there is a backlog queue following each macvlan device. This design stems from the 
use of the Softnet API (a predecessor of NAPI). Upon completion of interface level 
processing, the macvlan device calls Softnet API, which buffers the packet in a 
backlog queue and schedules a SoftIRQ for further packet processing [12]. The 
Softnet API performance limitations are well known for physical interfaces [10], and 
can create livelock situations at high traffic loads. We believe that the use of the 
Softnet API for virtual interfaces has the following design weaknesses: 

• Backlog queue congestion can cause serious throughput degradation for 
bridge/veth based virtual routers [9].  

• The backlog queue is maintained on a per CPU basis, which means that virtual 
routers running on the same CPU will share the same queue. This may result in 
resource contention, something that can corrupt isolation properties between virtual 
routers. It may also limit overall system scalability. 

• There are multiple queuing points along the data path. This may cause unnecessary 
delays in packet processing, and lead to inefficient usage of CPU resources.  

 

Fig. 3. Data plane for a NAPI-macvlan based virtual router 

In order to address these issues, we introduce two changes in the data path: 

• The backlog queues are eliminated from the data path.  
• Packet receive processing is modified to that a packet is carried from the ingress 

interface, through virtual router, to the TX queue of outgoing physical interface in 
a single SoftIRQ.  
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The modified data path is illustrated in Fig. 3. We have implemented this data path as 
a modified macvlan device, called NAPI-macvlan. It is different from a macvlan 
device in the sense that it uses NAPI (netif_receive_skb) instead of Softnet API so 
that packets are delivered directly to the next processing module without being stored 
in an intermediate queue. 

4   Performance Evaluation 

This section presents a performance evaluation of macvlan and NAPI-macvlan based 
virtual router platforms from different performance perspectives, considering through- 
put, scalability, isolation and latency. In all test cases, we use Linux namespaces as the 
foundation for virtualization. We relate the performance of a virtual router to regular IP 
forwarding in a non-virtualized Linux based router. Throughout this section, the latter is 
denoted “IP Forwarder”, and we use it as a reference to study the effects of applying 
virtualization.  

4.1   Experimental Setup 

We adopt a standard method to examine router performance in conformance with 
RFC 2544 [16]. A source machine generates network traffic that passes through a 
device under test (DUT), which forwards towards the destination machine. The nodes 
are connected using 1 Gb/s links.  

We use an AMD Phenom quad core 3.2 GHz machine as traffic generator (GEN). 
The machine is equipped with 4GB of memory and two Gigabit Ethernet Intel® 
PRO/1000 PT server adapters (controller chip 82571GB). Another machine with the 
same specifications is used as destination (SINK). We use an Intel dual core 2.6 GHz 
machine (E8200) as the DUT. The machine has 4GB memory and a quad port Gigabit 
Ethernet Intel PRO/1000 PT server adapter. The DUT is running Linux kernel version 
2.6.33-Netnext. All network interfaces are running NAPI-aware network drivers. 
Interrupt throttling is turned off for all interfaces. We use pktgen [17], an open source 
tool for traffic generation and throughput computation at sink. For all tests, 64 byte 
packets are generated. The DUT is running a single CPU, unless something else is 
specified.  

4.2   Throughput 

Case I 
We start with a simple scenario: a DUT with two physical interfaces, forwards 
packets from one interface to another (unidirectional traffic flow). The results are 
show in Fig. 4. With this scenario, non-virtualized IP forwarding reaches a maximum 
throughput of 785 kpps. This provides the baseline forwarding performance as a 
reference for the other measurements. Fig. 4 also shows the throughput for virtual 
routers with two virtual interfaces, using macvlan devices as well as NAPI-macvlan. 
One virtual interface is connected to the ingress physical interface while the other 
virtual interface is connected to the egress physical interface. Fig. 4 shows that the 
macvlan-based virtual router attains up to 690 kpps while the the NAPI-macvlan-
based virtual router achieves around 700 kpps.    
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Fig. 4. Load vs throughput (Case I) 

Case II 
For the next step we add a physical interface to the setup. We offer load on two 
interfaces and use the third as egress interface. A single CPU core is thus processing 
traffic belonging to three physical interfaces.  For this scenario, we consider aggregate 
offered load on the system (on both physical interfaces). The results are shown in  
Fig. 5 (three interfaces). The native IP Forwarder reaches a packet rate of 785 kpps. 
The macvlan-based virtual router achieves a peak rate of 600 kpps at an offered  
load of around 600 kpps. Then, as the load increases, the packet rate will drop down 
to 480 kpps. The NAPI-macvlan-based virtual router peaks at 700 kpps, which is 
sustained as the offered load increases—a significant performance difference under 
overload. 

To understand the throughput difference between macvlan and NAPI-macvlan, we 
study packet drop locations along the data path. In case of macvlan (Fig. 2), we find 
that packets are dropped at two locations: in the backlog queue after the incoming 
macvlan device (after “Macvlan A” in Fig. 2) and on the ingress physical interface. 
When the load is increased beyond 600 kpps, packet drop starts in the backlog queue. 
Increasing offered load results in more packet drop and throughput degradation, but 
packets are still accepted by the ingress interfaces. This situation remains until the 
aggregated load on the ingress interfaces reaches 1000 kpps. Above this load level, 
the ingress physical interface starts dropping packets, and from that point a 
throughput of 480 kpps is maintained for increasing load, as shown in Fig. 5. This 
type of behavior has been explained in detail for veth/bridge-based virtual routers [9]. 
In case of NAPI-macvlan, the only packet drop location is on the ingress physical 
interface. When the load is increased above 700 kpps (Fig. 5), the ingress interfaces 
start dropping packets, and a throughput of 700 kpps is sustained for higher loads. 
Clearly, this more graceful overload behavior is much more preferable. 
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Fig. 5. Load vs throughput (II, III) 

An interesting conclusion that can be made from this test case is that the cost of 
dropping packets in software is significant compared to dropping packets directly on 
the ingress interfaces. In Case II, we explain the gradual throughput degradation of 
macvlan virtualization for loads between 600 and 1000 kpps by the fact that packets 
are still accepted by the ingress interfaces and accordingly the CPU has to spend 
cycles both on packets that get dropped and on packets that get forwarded. Spending 
CPU cycles on packets that eventually will be dropped is clearly a waste of resources, 
adding overhead and reducing performance. This behavior cannot be seen for NAPI-
macvlan virtualization since the only drop location is on the physical interface. Once 
a packet has been accepted by the macvlan device from the physical interface, the 
packet will be processed throughout the entire data path and delivered to the egress 
interface.  

Case III 
In this test case, we add yet another physical interface to the DUT and spread the 
offered load over three ingress interfaces while having a single egress interface. In 
this case, throughput for macvlan degrades even further. The backlog queue is now 
shared by even more ingress interfaces, something which increases the drop rate at the 
CPU level. The performance of NAPI-macvlan, on the other hand, is not affected by 
adding yet another physical ingress interface.  

4.3   Scalability 

Our first scalability study is to analyze the impact of running multiple virtual routers 
on the same physical platform.  Therefore, we extend the experimental setup of case 
III with an increasing number of virtual routers. We create up to 32 virtual routers, 
each with four virtual interfaces (three ingress and one egress). Each ingress physical 
interface is now shared by up to 32 ingress virtual interfaces. A pktgen script is used 
to send 10 million packets in a row through one virtual router at a time. We do not 
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observe any noticeable throughput degradation in the DUT when adding virtual 
routers. It can be seen in Fig. 6 that the maximum throughput for the DUT remains 
almost constant irrespectively of the number of existing virtual routers (1 to 32). This 
behavior is the same both for macvlan and NAPI-macvlan. The tests indicate a 
promising scalability property of Linux namespaces. Another important scalability 
concern is to study the impact of IP route lookup on forwarding performance. Until 
now we consider a unidirectional virtual router with a single routing table entry—a 
valid test setup but not a practical scenario. We move towards a more realistic 
scenario by considering bidirectional traffic flows together with a larger routing table. 
We extend the setup of case I and update the virtual router with 512 routing table 
entries. We offer load on both physical interfaces, which is forwarded towards each 
other through the virtual router (i.e. bidirectional). As a first step, we offer load with 
the same IP destination in all packets. In this case, routing information is available in 
routing cache and there is no need to consult routing table. 

 

Fig. 6. Throughput vs. no. of virtual routers 

The results are shown in Fig. 7 (single destination, 2 virtual interfaces). The NAPI-
macvlan router achieves 700 kkpps and macvlan router reaches 660 kpps. A minor 
drop rate in the backlog queue can be observed for macvlan. As the next step, we 
offer load with 512 different IP destinations to see the impact of having the CPU 
make a route lookup with misses in the route cache. Fig. 7 (multiple destinations, 2 
virtual interfaces) shows a minor throughput degradation for NAPI-macvlan (680 
kpps). However, for macvlan packet drops in the backlog queue are now becoming 
substantial. As a result, throughput drops to 500 kpps. In the above scenario, the 
virtual router has only two virtual interfaces so there are only two entries for 
virtual/physical device mapping. All packets arrive on one interface and are 
transmitted on the other. Such a setup will not allow studies of the impact of 
virtual/physical device mapping, something which is important from scalability 
perspective. Furthermore, a virtual router with two virtual interfaces may not always 
be useful. We increase the number of virtual interfaces in the setup. For each physical 
interface, 256 virtual interfaces are created (512 in total). The bidirectional load is 
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Fig. 7. Throughput for 2, 512 VIFs 

offered with 512 different IP destinations so that different egress virtual interfaces 
will be used for different destinations. We investigate the impact of device mapping. 

The results are shown in Fig. 7 (512 virtual interfaces). It shows a small throughput 
degradation for NAPI-macvlan (670 kpps), compared to the earlier peak rate of 700 
kpps. For macvlan, throughput degrades to 300 kpps as a result of more severe 
backlog congestion. We observe that when the computational burden increases on the 
CPU, the backlog congestion becomes more adverse. 

Fig. 8, gives a more detailed picture of throughput versus the number of virtual 
interfaces. The number of IP destinations in the traffic flow is increased along with 
the number of virtual interfaces. The impact is minor for the NAPI-macvlan based 
router. However, throughput drops sharply for the macvlan case. 

 

Fig. 8. Throughput vs VIFs 
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4.4   Isolation 

In the previous subsection we verified that an increasing number of passive virtual 
routers had almost no effect on the overall throughput performance for neither 
macvlan nor NAPI-macvlan (Fig. 6). However, it is also important to investigate how 
multiple active virtual routers, running on the same CPU, might affect each other’s 
operation. We refer to this as isolation properties. In this subsection, we study these 
isolation properties through an experiment where we analyze how a high offered load 
on one virtual router might influence the operation of another virtual router sharing 
the same CPU. The setup has two virtual routers, each one with a dedicated pair of 
physical interfaces and unidirectional traffic flow. 

As a first step, we offer a load of 300 kpps on the ingress physical interfaces of 
both virtual routers at the same. We observe an aggregate throughput of 600 kpps. It 
shows that both virtual routers are working independently without affecting each 
other. The result is the same for both macvlan and NAPI-macvlan virtual routers. 
Thereafter, we increase the offered load to 1000 kpps on the ingress physical interface 
of VR1 while still offering 300 kpps on the ingress interface of VR2. For this 
scenario, the throughput results are presented in Table 1.  

Table 1. Isolation between virtual routers 

Setup Packet rate (kpps) 
 Offered load Throughput 
 VR1   VR2    Total VR1   VR2    Total 
 

Macvlan 
 
 
NAPI-Macvlan 

 
1000    300     1300              480    55       535 
 
 
1000    300     1300              350    300     650       

 
 

We can note that the overall throughput for NAPI-macvlan is higher than for 
macvlan virtualization (650 kpps vs 535 kpps). Moreover, the overload on VR1 in the 
macvlan case results in serious performance degradation in VR2. In the NAPI-
macvlan, on the other hand, no such effects can be seen.  

The explanation to this difference in isolation can again be described by the 
backlog queue that is present in macvlan virtualization. Since the backlog queue is on 
a per CPU basis, it is shared between the two virtual machines. So, even though we 
have isolation at the physical interface level, this isolation cannot be preserved 
between VR1 and VR2 because of the shared backlog queue. For NAPI-macvlan, 
VR1 and VR2 do not have any drop location in common. Therefore, packet drops 
occur only on the physical interfaces and the isolation properties can be preserved.  

4.5   Latency  

Latency is an important parameter for many network applications. Pktgen provides a 
utility to compute packet latency. It records packet transmission time at the traffic 
generator and then packet reception time at the sink. The difference provides the packet 
latency. We use the case I setup for latency measurements. The test is conducted for a 
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fixed amount of time (120 sec). A load of 600 kpps is offered and we make sure that all 
packets are received at the sink (i.e., no packet drop occurs here). Fig. 9 displays the 
average latency for each configuration. It can be seen that the IP forwarder and NAPI-
macvlan virtualization have the same latency. However, the average latency is doubled 
for macvlan virtualization. 

 

Fig. 9. Latency measurements for virtual setups 

The reason for the higher average delay for the macvlan setup is that the macvlan 
uses the earlier mentioned Softnet API, incurring an overall processing delay.  In case 
of both original IP forwarding and NAPI-macvlan, a packet is forwarded within a 
single SoftIRQ. This reduces the packet processing delay and results in a lower 
average latency.  

5   Conclusion and Future Work 

We have evaluated performance of virtual router platforms based on Linux 
Namespaces. The virtual routers were using the macvlan device (virtual interfaces) 
which is the part of the main stream Linux kernel 2.6. We analyzed the router’s data 
plane and pointed out that backlog queuing can form a severe performance bottleneck. 
We proposed an alternative data plane by eliminating the backlog queue. To achieve 
this, we modified the macvlan device and introduced a variant denoted “NAPI-
macvlan”. We compared the performance of macvlan and NAPI-macvlan based virtual 
routers. We achieved better forwarding rates using NAPI-macvlan, particularly in 
different kinds of overload situations. Furthermore, in contrast to macvlan, NAPI-
macvlan based routers proved superior when it comes to preserving isolation 
properties.  It was also demonstrated that NAPI-macvlan based virtual routers improve 
the scaling properties. Finally, a considerable improvement in latency was also 
observed while using NAPI-macvlan. In our future work, we plan to evaluate NAPI-
macvlan based routers using multiple CPU cores and multi-queue NICs. 

Acknowledgments. We would like to thank Robert Olsson from TSLab KTH and 
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Abstract. Hosting virtual servers on a shared physical hardware by
means of hardware virtualization is common use at data centers, web
hosters, and research facilities. All platforms include isolation techniques
that restrict resource consumption of the virtual guest machines. How-
ever, these isolation techniques have an impact on the performance of the
guest systems. In this paper, we study how popular hardware virtualiza-
tion approaches (OpenVZ, KVM, Xen v4, VirtualBox, VMware ESXi)
affect the network throughput of a virtualized system. We compare their
impact in a dedicated and a shared host scenario as well as to the bare
host system. Our results provide an overview on the performance of pop-
ular hardware virtualization platforms on commodity hardware in terms
of network throughput.

Keywords: hardware virtualization, analysis, commodity hardware,
network throughput, isolation.

1 Introduction

Hardware virtualization means abstracting functionality from physical compo-
nents and originated already in the late 1960s. Recently, the importance of virtu-
alization has drastically increased due to its availability on commodity hardware,
which allows multiple virtual guests to share a physical machine’s resources.
The resource access is scheduled and controlled by the virtual machine monitor
(VMM), also called hypervisor. Different virtualization platforms have been im-
plemented and are widely used in professional environments, e.g. data centers
and research facilities like G-Lab [1], to increase efficiency and reliability of the
offered resources. The resources that may be used by a virtual guest system
as well as lower performance bounds regarding these resources are determined
in service level agreements (SLA) between providers and customers. The imple-
mentation of the VMM influences how well the resource allocation complies with
these SLAs and to which extent different guests interfere with each other. Hence,
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a provider has to know the performance limitations, the impact factors, and the
key performance indicators of the used VMM to ensure isolation and SLAs.

Hardware virtualization is used in two basic scenarios. In the dedicated sce-
nario, only a single virtual guest is run on a physical host. By means of hardware
virtualization, the guest system is made independent of the underlying physical
hardware, e.g., to support migration in case of maintenance or hardware failures.
Hardware virtualization is also used to consolidate the resources of the physi-
cal host among multiple virtual guest systems in a shared scenario. While the
performance of a virtualized system can be directly compared to the bare host
system in the dedicated scenario, the performance of a virtual guest may be also
affected by interference with other virtual guests in a shared scenario.

The performance cost of virtualization and isolation, i.e. the prevention of
virtual guest interference, has been widely studied for CPU, memory, and hard
disk usage. Nowadays, most commodity servers have built-in hardware support
for virtualization enabling fast context switching in the CPU and resource re-
striction for the memory. However, the input/output (I/O) system, especially
network throughput, is still a crucial factor.

Therefore, we focus on the network throughput of virtualized systems as the
performance metric in this paper. We apply this metric on a non-virtualized
Linux and on a virtualized version of this system using several popular hardware
virtualization platforms, i.e. OpenVZ, KVM, Xen v4, VirtualBox, VMware ESXi.
Furthermore, we install a second virtual guest and analyze the effects when the
second virtual guest is idle, running some CPU/memory intensive tasks, or is
transmitting packets.

The remainder of this paper is structured as follows. In Section 2, we present
the different virtualization concepts used by the considered VMMs and related
work. We explain our measurement setup and methodology in Section 3. Re-
sults for the dedicated scenario considering only a single guest are described in
Section 4. An analysis of two virtual guests in shared scenarios is discussed in
Section 5. In Section 6, we draw conclusions and give an outlook on future work.

2 Background and Related Work

In this section, we describe the techniques used by the considered VMMs to
virtualize the underlying hardware and give an overview on related work.

2.1 Virtualization Concepts

The recent popularity of virtualization on commodity hardware created a ple-
thora of virtualization platforms with different complexity and environment-
dependent applicability. An overview of virtualization platforms is given in [20].

Several ways to realize hardware virtualization have evolved, which differ in
the required adaptations of the guest system. For instance, a VMM may run
on bare hardware (called Type 1, native, or bare metal) or on top of an un-
derlying/existing operating system (OS) (called Type 2 or hosted). Also hybrids
between Type 1 and 2 are possible. Finally, OS-level virtualization is a special
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Fig. 1. Virtualization concepts of the considered VMMs

form, where the guests are run in a container of the OS operating directly on
the hardware.

Native VMMs and hosted VMMs provide a full virtualization, i.e. the guest
system does not have to be modified. This means that the virtualized guest oper-
ating system is working as if it would run directly on the hardware. But whenever
the guest wants to access a hardware resource, which is only a virtualized re-
source, the VMM has to interrupt the guest and ‘emulate’ this hardware access.
This affects the performance of the guest system. To alleviate these problems,
the guest system can be modified, e.g. with special drivers, to redirect resource
accesses to function calls of the VMM. This method is called para-virtualization
and may improve the performance of the guest. OS level virtualization solves
this resource access problem by using the same modified kernel in the guest
containers as in the hosting OS. Hence, this technique has the advantage that
the overhead for virtualization is quite low compared to the other solutions.
However, the OS and the kernel of the guest is predetermined.

In this work, we consider five popular hardware virtualization platforms which
can be categorized as

– native virtualization, represented by VMware ESXi [19] and Xen v4 [21],
– host virtualization, represented by VirtualBox [16] and KVM [12], and
– operating system-level virtualization, represented by OpenVZ [15].

Figure 1 depicts how the considered virtualization platforms encapsulate virtual
guests and indirect access to resources for applications, which run in user space.

Fair access to the physical hardware is important and known to work for
resources that can be split into quotas, e.g. memory, disk space, or processor cy-
cles per second. However, access to any of these separately restricted resources
involves the input and output (I/O) of data which typically shares a single bottle-
neck, e.g. an internal bus. Especially, network I/O fairness is a crucial issue which
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involves another shared physical resource, the network interface card (NIC). In
this paper, we consider the packet forwarding throughput of the aforementioned
virtualization platforms as a performance metric.

2.2 Related Work

An overview of virtualization techniques and mechanisms as well as their history
and motivation is given in [8]. Several publications consider resource access fair-
ness when multiple guest systems run on a single host. In [14], virtualization was
done using Xen. The authors show that while the processor resources are fairly
shared among guests, the scheduling of I/O resources is treated as a secondary
concern and decreases with each additional guest system. The authors of [4] use
a NetFPGA-based prototype to achieve network I/O fairness in virtual machines
by applying flexible rate limiting mechanisms directly to virtual network inter-
faces. Fairness issues in software virtual routers using Click are considered in
[9]. The impact of several guests with and without additional memory intensive
tasks on packet forwarding is measured. More details and performance tuning
for the Click router is provided in [10].

As mentioned before, the performance and fairness heavily depend on the
used VMM. Hence, several comparisons of mostly two VMMs have been con-
ducted. We focus on the references considering network I/O performance which
altogether consider packet forwarding performance with different packet lengths
from 64 to 1500bytes. In [18], a comparison of VMware ESX Server 3.0.1 and
open-source Xen 3.0.3 with up to two guests was conducted by VMware using
the Netperf packet generator. They show that Xen heavily lags behind VMware
ESX. This study was repeated with VMware ESX Server 3.0.1 and open-source
Xen Enterprise 3.2.3 in [22] by Xen Inc. which showed that a specialized Xen
Enterprise lags by a few percent. The authors of [7] consider multiplexing of two
data flows with different scheduling mechanisms on a real Cisco router, a virtual
machine host, in two VM guests using Xen, and a NetFPGA packet generator.
They show the dependency of the software routers on the packet length. Mea-
surements of OpenVZ and User Mode Linux (UML) were conducted in [5] on
wireless nodes of the Orbit test bed. UDP throughput and FTP performance
is measured, but it is also stated that the hardware is not the best choice for
virtualization. In [6], the network virtualization platform Trellis is presented
and packet-forwarding rates relative to other virtualization technologies and na-
tive kernel forwarding performance are compared. The considered virtualization
technologies comprise Xen, Click, OpenVZ, NetNS, and the Trellis platform. The
Linux kernel module pktgen [13] is used for packet generation. In their results,
Xen has the lowest performance followed by OpenVZ.

To the best of our knowledge, this is the first paper to compare the packet for-
warding performance of today’s most popular hardware virtualization platforms
on a common commodity server system without special hardware requirements,
e.g. NetFPGA cards, or fine-tuned virtualization parameters, such that compar-
isons can be easily repeated.
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3 Hardware Setup and Measurement Scenarios

In the following section, we give an overview on the hardware setup of our
measurements and provide technical details on the considered scenarios.

3.1 Hardware Setup

For our measurements, we use seven Sun Fire X4150 x64 servers from the G-Lab
testbed [1], each with 2×Intel Xeon L5420 Quad Core CPU (2×6MB L2 Cache,
2.5GHz, 1333MT/s FSB, and 8×2GB RAM. The unit under test (UUT) is
equipped with eight 1Gigabit ports, while all other servers are equipped with
only four 1Gigabit ports. The UUT is connected on each NIC to three other
servers each with a single connection using Cat.5e TP cable or better. The setup
and interconnection of the servers is illustrated in Figure 2.

Fig. 2. The hardware setup

Each machine is running Debian 5.0.4 (“lenny”) with Linux kernel 2.6.26
compiled for the amd64 (x86 64) architecture. Only for the test of Xen we needed
to adjust the base system with Debian 5.0.5 (“lenny”) with Linux kernel 2.6.31
for amd64. Since VMware ESXi installs directly on the host machine, the choice
of a custom operating system is not applicable in this case. We investigate the
following versions of the different VMMs with a Debian “lenny” as a guest system
and the given Kernel installed:

– KVM 0.9.1 (kvm-72) [12]: Guest running Linux 2.6.26 for amd64
– OpenVZ 3.0.22 [15]: Guest running same OS kernel as host
– VirtualBox 3.2.8 [16]: Guest running Linux 2.6.26 for amd64
– VMware ESXi 4.1.0 [19]: Guest running Linux 2.6.26 for amd64
– Xen development version of July 16th, 2010 [21]: Guest running Linux 2.6.26

for i386 (i686; x86) with physical addressing extensions (PAE) support.

For the KVM and VirtualBox machines, virtual NICs are using the “virtio”
para-virtualized network driver. For OpenVZ and Xen, para-virtualization is
achieved implicitly through the OS-level or para-virtualization approach taken
by OpenVZ and Xen, respectively. For VMware ESXi, both the “E1000” full-
virtualized network driver and the “VMXNET 3” para-virtualized network driver
(using the VMware Tools on the guest) are considered.
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3.2 Measurement Metrics and Methodology

In all scenarios, we investigate the packet forwarding throughput performance
of the different virtualization solutions on the UUT. In each experiment, net-
work traffic is generated using the packet generator integrated into the Linux
kernel (pktgen [13]). It sends out UDP packets which are forwarded by the UUT
to another destination server where the traffic is recorded by tcpdump [3] and
discarded afterwards. After stopping packet generation, the packet generator
reports how many packets it was able to send. We calculate the “offered band-
width” from this value and the time in which the traffic has been sent as well as
the “measured throughput” from the data of the tcpdump file.

For our performance evaluation, we set up two different scenarios, a dedicated
host scenario and a shared host scenarios, which we describe in the next sections.

3.3 Dedicated Host Scenario – Impact of Virtualization

In this scenario, we measure the packet forwarding performance of the Linux
system without any virtualization (raw) and compare it with a setup where
the same system is installed inside the tested VMM. We consider up to three
traffic sources. It has to be noted that each traffic stream through the UUT does
not interfere with any other stream outside the server, i.e. each traffic stream
enters the server over a different network interface and also leaves the system via
another distinct network interface. Each network interface is directly bridged to
a corresponding virtual interface of the guest system.We consider packets with
an Ethernet frame size of 64, 500, 1000, and 1500byte for each data stream.

For each packet size, a target bandwidth of 10, 100, 200, 400, 600, 800, 900,
and 1000Mbit/s was run nine times for statistical evidence. Since pktgen does
not allow for setting a target bandwidth, but instead manages different loads
of traffic by waiting a certain amount of time between sending two consecutive
packets, this delay had to be calculated. For target bandwidth b [Mbit/s] and
target packet size s [byte], the resulting delay [ns] would be 8000×(s+24)/b. This
formula works well for large packet sizes, but the kernel is not able to generate
small packets fast enough. Hence, we adopted the inter packet delay to 1 and
0 ns to maximize the generated traffic and send as many packets as possible.

3.4 Shared Host Scenario – Impact of Other Guest Systems

The consolidation of multiple virtual systems on a single physical host may have
an impact on the network performance of the virtualized guests. Thus, we add
a second virtual guest to the VMM, which runs another Debian “lenny” and
repeat all measurements. Initially, the second guest does not run any processes
generating additional load (no load). In order to investigate if CPU intensive
processes in another guest systems has an influence of the performance of our
UUT, we generate variable amounts of CPU and virtual memory load with the
stress tool (version 0.18.9) [2] and considered two more cases. In the first case,
called light load, stress was running with parameter --cpu 1, corresponding
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to a single CPU worker thread. In the second case, called heavy load, stress
was running with parameters --cpu 8 --vm 4, corresponding to 8 CPU worker
threads, and 4 virtual memory threads which allocate, write to, and release
memory. In case of full virtualization (KVM, VirtualBox, VMware, and Xen),
each virtual guest was assigned a single (virtual) CPU out of the 8 physical CPU
cores installed on the server.

Besides CPU and memory load, we targeted the influence of a second guest
systems network load, even if the guests do not share physical network interfaces.
We focus in this scenario on Ethernet frame sizes of 64 byte, as the previous
scenarios revealed this packet size to be most critical. Hence, we reconfigured
the UUT to have only two virtual interfaces, which are bridged to different
physical interfaces. We adjust the second guest system to have also two virtual
interfaces, which are bridged to two distinct physical interfaces. We run the same
tests as before, but this time we send traffic through the second guest. We adjust
the traffic in such a way that it is 50% and 95% of the maximum rate, which
we measured in the test with the second guest being idle. For this test, we also
measure the throughput of the second guest to investigate if the second guest
system can still forward the offered data rate.

4 The Performance Cost of Virtualization

Depending on the used VMM, the network throughput performance of the vir-
tual guests differs significantly. In Figure 3, we plot the bandwidth the traffic
generator produced (“offered bandwidth”) against the throughput the central
test system was able to forward (“measured throughput”) averaged over all nine
repetitions of a test. The error bars, which in many cases can hardly be seen,
present the 95% confidence intervals for the mean values. The graphs for the
1500byte packets reveal no difference between the system without virtualization
and most of the VMMs. Only the VirtualBox system is not able to forward all
packets. For smaller packet sizes, i.e. 1000bytes and 500bytes, the difference be-
tween the different VMMs is clearly visible. The fact that the offered bandwidth
for all packet sizes above 500bytes increases up to the maximum of the link,
i.e. 1Gbit/s, shows that the VMMs are able to fetch the packets from the net-
work interface. However, in all cases in which the measured bandwidth is lower
than the offered bandwidth, a significant number of packets get lost in the unit
under test (UUT). Looking at Figure 3d, two additional effects can be noticed
for the smallest used packet sizes, i.e. 64 bytes. Not all graphs extend to the
same length on the y-axis. This means that the traffic generator was not able
to offload the same amount of traffic to the UUT in all cases. This behavior is
caused by layer-2 flow control. Whenever the frame buffer of the network card is
fully occupied, the network card sends a notification to the sending interfaces to
throttle down the packet rate. The maximum throughput of the UUT is never
affected by this behavior. We kept it activated, as it provides another option
to the test system to react on traffic rates it cannot handle besides dropping
packets. Please note that in all cases in which the layer-2 flow control is actively
reducing the sent packets, the test system already drops packets. This behavior,
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Fig. 3. Offered bandwidth vs throughput of VMMs for different packet sizes

therefore, never influences the maximum throughput of the system. The second
observable effect is the behavior of OpenVZ when forwarding 64 byte packets.
The OpenVZ system achieves a maximum throughput at a given input rate and
collapses afterwards. We also notice this effect in other scenarios with 64 byte
and 500 byte packet sizes. But in these cases, the throughput rate does not only
collapse but is heavily varying for some offered traffic rates.

Next, we consider how the throughput of the UUT scales if we increase the
number of traffic generators. Figure 4 depicts the maximum achieved throughput
with one, two, and three traffic sources. Note that as we have seen, e.g. in
Figure 3c, the maximum achieved throughput is not necessarily recorded at the
highest offered bandwidth. The bar plot for the UUT without any VMM reveals
that in all cases, except the one sending the 64 byte packets, the performance of
the raw system scales linearly, i.e. we measure a throughput of 1Gbit/s, 2 Gbit/s,
and 3Gbit/s. In the case of 64 byte packets, Figure 4d also reveals a limitation
of the raw system, as the accumulated throughput for two and three traffic
generators is the same. It has to be noted that in this case the raw system uses
layer-2 flow control to throttle down the traffic generators. But the raw system
is able to forward all received packets, in contrast to all VMMs which accept
up to 600Mbit/s input rates but drop packets down to the depicted maximum
accumulated throughput. Another behavior which cannot be seen in the bar
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Fig. 4. Maximum accumulated throughput of VMMs

plots is that we measured a significant difference in the mean throughput of the
three data streams for the VMware system without the para-virtualized driver.

The results in Figure 4 show that most VMMs have a throughput limitation,
which varies with the packet size. All VMMs except OpenVZ reveal this limita-
tion even for 1500byte packet sizes. Only OpenVZ is able to forward packets of
this size with the same performance as the raw system. However, if we look at
the results for the other packet sizes, we clearly see the impact of virtualization
even for OpenVZ. For smaller packet sizes, i.e. 500byte and below, the VMware
with the para-virtualized VMXNET3 driver (abbreviated by VMw-VM in the
figures) outperforms all other solutions.

In conclusion, we see that the performance costs of virtualization gets higher,
the more small packets are sent and the higher the bandwidth on the UUT
is. Also OpenVZ, which only provides OS-level virtualization, has a noticeable
influence on the systems’ performance in these cases. The biggest problem iden-
tified is that the VMMs try to take as many packets of the network card as
possible and therefore prevent layer-2 flow control to limit incoming data to a
rate, which can be handled by the system. Hence, the majority of packets is lost
before entering the guest system.
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5 Isolation of Guest Systems

Initially, we conducted tests with a second virtual guest Linux that was only
idle. These tests showed that the difference to the scenario with only a single
guest are mostly negligible. Only OpenVZ showed a difference in the shape of
its collapse for high offered bandwidth rates with small packets. Hence, we focus
in this paper on the more interesting effects. More details are provided in [17].
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Fig. 5. Maximum throughput considering a second guest transmitting small packets
relative to the maximum throughput in the dedicated scenario, c.f. Figure 4d

The impact of a second virtual guest, which is performing CPU and memory
intensive tasks, is also small. We, therefore, provide only the difference in max-
imum achieved throughput in Table 1. It has to be noted that positive values
in Table 1 correspond to an increase of throughput under these conditions. For
example, Xen forwards in any considered scenario more packets, if a second vir-
tual guest is running CPU or CPU and memory intensive tasks. Only OpenVZ
is negatively affected by more than 10% relative forwarding performance consid-
ering small packets. This effect might be caused by the fact that OpenVZ, in the
original implementation, does not foresee the option to restrict the execution of
processes to predefined CPUs. Thus, the stress processes are run on all CPUs
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Table 1. Averaged relative throughput changes considering a single traffic source and
a second guest running CPU/Memory intensive processes,cf. Section 3.4

packet KVM OpenVZ VM-E1000 VM-VMXNET3 Xen VirtualBox
size light heavy light heavy light heavy light heavy light heavy light heavy

64 4.2% -0.4% 1.0% -18.2% -2.7% -4.5% -0.5% -0.6% 6.8% 7.9% 2.1% 2.0%

500 5.5% 4.0% 1.5% -11.4% -4.4% -5.3% 0.0% -0.1% 3.7% 3.4% -2.0% -4.0%

1000 5.1% 5.6% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.8% 1.7% 3.6% -4.8%

1500 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 3.4% 2%

Table 2. Averaged offered bandwidth (in) and throughput measured(out) for 2nd
guest in background at 50% relative load, c.f. Figure 4d

packet raw KVM OpenVZ VM-E1000 VM-VMXNET3 Xen VirtualBox
size in out in out in out in out in out in out in out

1500 153.1 153.1 37.1 37.1 72.1 72.1 71.8 71.8 152.2 151.9 37.1 36.8 37.1 36.7

1000 153.0 153.0 37.1 37.1 72.1 72.1 71.8 71.8 152.0 151.8 37.1 36.6 37.1 36.0

500 153.0 153.0 37.1 37.1 72.1 68.1 71.8 71.8 152.0 151.7 37.1 36.1 37.1 36.2

64 153.0 153.0 37.1 37.0 72.1 62.5 71.8 71.8 152.1 151.8 37.1 35.4 37.1 36.8

Table 3. Averaged offered bandwidth (in) and throughput measured(out) for 2nd
guest in background at 95% relative load, c.f. Figure 4d

packet raw KVM OpenVZ VM-E1000 VM-VMXNET3 Xen VirtualBox
size in out in out in out in out in out in out in out

1500 275.8 270.4 72.1 63.2 127.0 127.0 126.6 126.6 274.4 268.3 72.0 56.2 72.1 42.1

1000 275.6 270.4 72.1 61.3 127.0 102.7 126.7 126.6 274.3 267.6 72.1 50.9 72.1 41.5

500 275.9 271.4 72.1 60.8 125.9 80.1 126.6 126.6 274.3 267.5 72.1 48.9 72.1 40.2

64 274.9 269.3 72.1 64.6 124.4 62.7 126.6 126.6 274.4 268.4 72.0 47.2 72.1 42.4

compared to the other scenarios, where the stress processes are strictly bound
to the CPU of the second process. It has to be noted that both OS containers
in OpenVZ are started with the “CPUUNIT” parameter, which means equal
sharing of CPU resources. This result is surprising and we intend to study it
closer in future work.

However, the impact of a second guest is clearly recognizable, whenever it
is handling small packets. Figure 5 depicts our measurement results for the
measurement scenario in which the second guest forwards small packets, cf.
Section 3.4. Even if the UUT is only handling 1500byte packets KVM and Xen
achieve a lower maximum throughput. But if we consider the results for streams
of 1000byte and 500 byte packets, also OpenVZ and VMware without a para-
virtualized network driver are affected, whereas the raw system and the VMware
guest with VMXNET3 driver still handle all packets.

For 64 byte packets it seems as if the VMware system with VMXNET3 driver
outperforms the unvirtualized system. But this is not the case. Due to the fact
that we send packets through the second guest relative to the performance we
measured before, the raw system handles 270Mbit/s of 64 byte packets in the
background and forwards all packets. The VMware system is only forwarding
about 200Mbit/s in the second guest and is buying the higher throughput of
the test system by a loss rate of about 20%.
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The offered bandwidth and the measured throughput for the second guest
in this experiment are provided for both load scenarios in Table 2 and Table 3,
respectively. These measurements reveal that the second guest is also negatively
affected. If both guests are forwarding 64 byte packets, loss rates up to 50% can
be experienced. The most severe impact can again be seen for OpenVZ. It seems
as if the well known problem of the Linux kernel to handle small packets, c.f.
[11], has an even larger impact when using OS-level virtualization. This effect
has to be considered when planning experiments on experimentation facilities
using this kind of virtualization, as it might cause a high variance in the results
of experiments, depending on the processes in other guest systems.

6 Conclusion

In this paper, we analyzed the impact of virtualization for a single system in
terms of packet forwarding throughput. We compared KVM, OpenVZ, VMware,
Xen, and VirtualBox to a raw host system and the impact of another virtual
guest system performing CPU and memory intensive tasks as well as forwarding
of small packets. Our results revealed that the impact of virtualization is notice-
able for most virtualization platforms even when only considering the through-
put on a single network interface. When increasing the number of interfaces and
traffic sources, each VMM revealed a throughput bottleneck, which depends on
the size of the packets being transmitted but is significantly lower than the for-
warding capacity of the raw system. The impact of a second guest, which is idle
or running only CPU and memory intensive tasks, is rather small. However, a
second guest that forwards small packets even at comparably low rates is able
to influence the performance of a virtualized system severely. Our findings show
that virtualized systems and the traffic they handle need to be monitored. In
professional system, network monitoring and exact measurements of the used
systems enable the diagnosis of performance bottlenecks and definition of relo-
cation strategies. But also for research facilities, in which many scientists share
the resources of a test bed, it is crucial to record all influences which might
be introduced by another test running on the same test bed, in order to pro-
vide credible scientific results. In future work, we will integrate the results from
this paper into performance models for virtualized systems and virtual software
routers to analyze and optimize throughput and isolation.

Acknowledgments. The authors would like to thank Prof. Tran-Gia for the
stimulating environment which was a prerequisite for this work.

References

1. German-Lab (G-Lab), http://www.german-lab.de

2. Stress tool, http://weather.ou.edu/~apw/projects/stress/

3. tcpdump, http://www.tcpdump.org

http://www.german-lab.de
http://weather.ou.edu/~apw/projects/stress/
http://www.tcpdump.org


Performance Comparison of Hardware Virtualization Platforms 405

4. Anwer, M.B., Nayak, A., Feamster, N., Liu, L.: Network I/O fairness in virtual
machines. In: Proceedings of the 2nd ACM SIGCOMM Workshop on Virtual-
ized Infrastructure Systems and Architectures (VISA), New York, USA, pp. 73–80
(2010)

5. Bhanage, G., Seskar, I., Zhang, Y., Raychaudhuri, D., Jain, S.: Analyzing router
performance using network calculus with external measurements. In: TridentCom
2010 (May 2010)

6. Bhatia, S., Motiwala, M., Muhlbauer, W., Mundada, Y., Valancius, V., Bavier, A.,
Feamster, N., Peterson, L., Rexford, J.: Trellis: a platform for building flexible,
fast virtual networks on commodity hardware. In: Proceedings of the 2008 ACM
CoNEXT Conference, New York, USA, pp. 72:1–72:6 (2008)

7. Bredel, M., Bozakov, Z., Jiang, Y.: Analyzing router performance using network
calculus with external measurements. In: 18th International Workshop on Quality
of Service (IWQoS), pp. 1–9 (June 2010)

8. van Doorn, L.: Hardware virtualization trends. In: Proceedings of the 2nd Inter-
national Conference on Virtual Execution Environments (VEE), New York, USA,
pp. 45–45 (2006)

9. Egi, N., Greenhalgh, A., Handley, M., Hoerdt, M., Huici, F., Mathy, L.: Fairness
issues in software virtual routers. In: Proceedings of the ACM Workshop on Pro-
grammable Routers for Extensible Services of Tomorrow (PRESTO), New York,
USA, pp. 33–38 (2008)

10. Egi, N., Greenhalgh, A., Handley, M., Hoerdt, M., Huici, F., Mathy, L.: Towards
high performance virtual routers on commodity hardware. In: Proceedings of the
2008 ACM CoNEXT Conference, New York, USA, pp. 20:1–20:12 (2008)

11. Han, S., Jang, K., Park, K., Moon, S.: PacketShader: a GPU-accelerated software
router, vol. 40, pp. 195–206. ACM, New York (2010)

12. KVM: Kernel-based virtual machine, http://www.linux-kvm.org/
13. Olsson, R.: pktgen the Linux packet generator. In: Proceedings of Linux Sympo-

sium (2005)
14. Ongaro, D., Cox, A.L., Rixner, S.: Scheduling I/O in virtual machine monitors. In:

Proceedings of the fourth ACM SIGPLAN/SIGOPS International Conference on
Virtual Execution Environments (VEE), New York, USA, pp. 1–10 (2008)

15. OpenVZ: Open virtualization, http://openvz.org/
16. Oracle: Virtualbox, http://www.virtualbox.org/
17. Schlosser, D., Duelli, M., Goll, S.: Performance Comparison of Common Server

Hardware Virtualization Solutions Regarding the Network Throughput of Virtual-
ized Systems. Tech. rep., University of Würzburg (2011)

18. VMware: A Performance Comparison of Hypervisors (2007), http://www.vmware.
com/pdf/hypervisor_performance.pdf

19. VMware ESXi, http://www.vmware.com/products/vi/esx/
20. Wikipedia: Comparison of platform virtual machines — Wikipedia, The Free Ency-

clopedia (2010), http://en.wikipedia.org/w/index.php?title=Comparison_of_
platform_virtual_machines

21. Xen, http://www.xen.org/
22. XenSource Inc.: A Performance Comparison of Commercial Hypervisors (2007),

http://www.vmware.com/pdf/hypervisor_performance.pdf

http://www.linux-kvm.org/
http://openvz.org/
http://www.virtualbox.org/
http://www.vmware.com/pdf/hypervisor_performance.pdf
http://www.vmware.com/pdf/hypervisor_performance.pdf
http://www.vmware.com/products/vi/esx/
http://en.wikipedia.org/w/index.php?title=Comparison_of_platform_virtual_machines
http://en.wikipedia.org/w/index.php?title=Comparison_of_platform_virtual_machines
http://www.xen.org/
http://www.vmware.com/pdf/hypervisor_performance.pdf


A Novel Scalable IPv6 Lookup Scheme Using

Compressed Pipelined Tries

Michel Hanna, Sangyeun Cho, and Rami Melhem

Computer Science Department,
University of Pittsburgh,

Pittsburgh, PA, 15260, USA
{mhanna,cho,melhem}@cs.pitt.edu

Abstract. An IP router has to match each incoming packet’s IP des-
tination address against all stored prefixes in its forwarding table. This
task is increasingly more challenging as the routers have to: not only
keep up with the ultra-high link speeds, but also be ready to switch
to the 128-bit IPv6 address space while the number of prefixes grows
quickly. Commercially, many routers employ Ternary Content Address-
able Memory (TCAM) to facilitate fast IP lookup. However, TCAMs
are power-eager, expensive, and not scalable. We advocate in this paper
to keep the forwarding table in trie data structures that are accessed
in a pipeline manner. Especially, we propose a new scalable IPv6 for-
warding engine based on a multibit trie architecture that can achieve a
throughput of 3.1 Tera bits per second.

Keywords: IPv6, Tries Compression, Next Generation Internet.

1 Introduction

In the IP lookup (or forwarding) problem, the router has to match the destina-
tion address of every incoming packet against its forwarding table to determine
the packet’s next hop on its way to the final destination [22]. An entry in the
forwarding table, or an IP prefix, is a binary string of a certain length followed
by wild card (don’t care) bits and an output port. The actual matching requires
finding the LPM or the Longest Prefix Matching [18]. Recently the problem is
getting more significance given the anticipated switch from the 32-bit IPv4 to
the 128-bit IPv6 [1].

The main research streams that deal with the packet forwarding problem
are algorithm-based and hardware-based. The most well-known algorithm-based
solutions use the binary trie data structures [6, 16, 18, 20]. A trie is: “a tree-like
data structure allowing the organization of prefixes on a digital basis by using
the bits of prefixes to direct the branching” [18]. Figure 1(a) shows and example
of an 8-bit address IP forwarding table, where a, b, · · · , m are symbols given to
the prefixes for identification. In Figure 1(b) we show the equivalent binary trie
of the IP forwarding table given in Figure 1(a). The main advantages of a trie-
based solution are that they provide simple time and space bounds. However,

J. Domingo-Pascual et al. (Eds.): NETWORKING 2011, Part I, LNCS 6640, pp. 406–419, 2011.
c© IFIP International Federation for Information Processing 2011
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Prefix Port

a 000***** 0
b 000101** 1
c 0001111* 2
d 0010**** 0
e 00111*** 2
f 0110**** 0
g 01111*** 2
h 1******* 0
i 1001**** 0
j 11011*** 2
k 110101** 1
l 111101** 1
m 1111111* 2

(a)

Root

0

1 h

0

1

0 a

1

0

1 b

1

1 c

1

0 d

1

1

1

0 f

1

0

1 1 j

0

1 k

1

1

0

1 l

1

1

0

0

1 i

1

1 m

1 e

1 g

(b)

Fig. 1. (a) An example of an 8-bit address space forwarding table. (b) Its binary trie
representation.

with the 128-bit IPv6 prefixes, both trie height and enumeration become an issue
when the prefixes are stored inside the nodes.

Hardware-based packet forwarding engines are divided into many classes. The
first class uses the Ternary Content Addressable Memory (TCAM), which has
been the de facto standard for the packet forwarding application [18, 19]. A
TCAM is a fully-associative memory that can store 0, 1 and don’t care bits. In a
single clock cycle, a TCAM chip finds the longest prefix that matches the address
of the incoming packet by searching all stored prefixes in parallel. Nevertheless,
TCAM has serious deficiencies: high power consumption, poor scalability to
long IPv6 prefixes and lower operating frequency compared to other memory
technologies [2].

The class of hash-based hardware packet forwarding engines has become pop-
ular recently [9,10,11]. The hash-based engines are promising because they offer
constant search time. However, inefficiency rises when two or more keys are
mapped to the same bucket, which is called “collision”. One way to handle col-
lisions is by chaining, which makes each bucket of the the hash table a linked
list. The most obvious downside of chaining is the unbounded memory access
time [5].

The last class of hardware solutions is based on the multibit trie represen-
tation of the forwarding table. In a multibit trie, one or more bits are scanned
in a fixed or variable strides to direct the branching of the children [18, 22].
Figure 2(a) shows a three-level fixed stride equivalent of the IP Figure 1(a). The
trie root in Figure 2(a) has 8 children or rows, since we use the first 3 bits at
level one for branching. Each node in the multibit trie is either empty or stores a
prefix. Multibit trie-based solutions have the following features: (1) they are eas-
ily mapped into a hardware pipeline [2], (2) they reduce the lookup time greatly
compared to binary trie [13], and (3) they have low power consumption [13].
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Fig. 2. (a) Multibit trie for Figure 1(a) with strides {3, 2, 2}. (b) Its leaf-pushed trie.

A multibit trie reduces the memory lookup time of a unibit trie by decreasing
its height [18, 22]. The prefixes in a multibit trie have to be expanded into a
set of allowed lengths, through a process called “Controlled Prefix Expansion”
(CPE) [20]. Gupta et al. [8] propose a two-level hardware multibit trie, of 24
and 8 bits strides, for IPv4 packet forwarding. The scheme’s lookup time is 2
memory cycles at the memory cost of at least 33MB. In general, the strides of a
k-level multibit trie will be denoted by s = {s1, · · · , sk}, where sl is the number
of bits used at level l.

Prefixes can be represented as address ranges that in some cases overlap [18].
The prefixes that do not overlap are “disjoint” prefixes [20,23]. If all prefixes in
the forwarding table are disjoint, then we call them “independent” [23]. The in-
dependent prefix sets are important because there is only one prefix that matches
any incoming packet, thus avoiding the LPM calculation. Any prefix set is trans-
formed into an independent set using a technique called leaf pushing [20, 23].
Figure 2(b) shows the leaf-pushed multibit trie for Figure 1(a), where we copy
(or push) the prefixes from the intermediate nodes to the leaves. For example,
prefix ‘a’ in Figure 2(a) is copied two times at level 2 and four times at level 3
in Figure 2(b).

In this paper we propose a novel IP forwarding scheme based on the com-
pressed multibit trie framework. The main goal is to avoid any prefix matching
during the IP lookup process while achieving scalability to the 128-bit IPv6
and relaxing the memory requirement. We reduce the memory footprint by in-
troducing a new two-phase inter-node compression algorithm. Unlike existing
compression algorithms [6,16], we do not use any encoding or bitmaps that have
adverse effects on the run time and usually complicate the incremental update
process. By using an SRAM pipelined architecture, we estimate that our scheme
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can process 4.9 Giga packets per second and at the same time use less than 1.0
MB of memory for real IPv6 tables with 10.4K prefixes on average.

The rest of this paper is organized as follows: In Section 2 we describe our
new IP forwarding scheme.The experimental results and evaluation are given in
Section 3. Before we conclude and discuss the future work in Section 5, we talk
about prior art in Section 4.

2 Our New Forwarding Scheme

An interesting observation is that the outcome of any IP lookup operation is
an interface (or output port) number [4, 22]. Real-life backbone routers contain
a relatively small number of output ports (usually a few tens). Note that there
is a difference between the next hop information, which is an IP address of a
router, and the output port which is just a physical port. The routers assign
many next hop addresses to one output port [4,22]. This means that the number
of unique next hop information is greater than the number of output ports.
Throughout this work we use both terms “next hop information” and “output
port” interchangeably.

Furthermore, we find that the distribution of the prefixes among the output
ports exhibits a certain skewness. Figure 3 plots the distribution of the prefixes
against the output ports of tables “Eugene1” and “Equix2”, chosen as represen-
tatives from the IPv6 tables listed in Table 1 (Section 3). We find that 94% of the
prefixes share port 0 as for Eugene1, while 68% prefixes share port 0 for Equix2.
Hence, if we replace the prefixes in a trie representation of the forwarding table
with their associated port numbers, we have a great opportunity to reduce the
total number of nodes in this trie using inter-node compression. However, be-
fore we describe our inter-node compression algorithm, we build a leaf-pushed,
port-based multibit trie which is trimmed to remove redundant leaves.

2.1 Constructing the Uncompressed Multibit Trie

Figure 4 depicts our trie before applying our inter-node compression technique
for the forwarding table in Figure 1(a). We call this trie “Trimmed, leaf-pushed,
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Fig. 4. Uncompressed multibit trie for Figure 1(a)

port-based multibit trie”, since it is a leaf-pushed multibit trie in which we
replace the prefixes with their output port numbers. If there is a subtrie that
has the same port number for all of its leaves, then we trim it keeping in its
place only one leaf with that port number. Herein, we will refer to this trie as
“uncompressed” trie since our final trie is compressed (Section 2.2).

Each node at level l of a k-level multibit trie with strides s = {s1, · · · , sk}
is a data structure of type “UTN”, uncompressed trie node, which consists of
a single dimension array, T [ ] of size 2sl , plus a back pointer, bp, to the node
that points to the current node. For example, the trie in Figure 4 has k = 3
levels and a set of strides s = {3, 2, 2}. Each row in T [ ] contains three variables:
PL, a list of prefixes to keep the prefixes that are mapped to this row, port, to
store the port of this row if all of its PL prefixes have the same port, and ptr to
store a forward pointer to a next level UTN node (if any). The port field is set
to −1 if the row is empty and to −2 if the row has a pointer to the next level.
Note that the first column in each trie node in Figure 4 is almost identical to
the leaf-pushed trie of Figure 2(b) after replacing the prefixes with their ports.

The idea is simple: construct a leaf-pushed multibit trie, then replace each
prefix with a port number. During this process, sometimes the prefixes that are
mapped to a certain row have identical port numbers. As an example, consider
row number 4 at level 1 of Figure 4 where both prefixes h and i map to port
‘0’. Thus, we do not need to expand the trie to the second level as shown in
Figure 2(b); instead we just stop at level 1 for this row. Thus, we remove the
second level leaf that originally stemmed from row 4 of level 1 and replace it with
one port, 0, at this row. Hence, the number of nodes in the leaf-pushed trie in
Figure 2(b) is reduced. The dotted arrows in Figure 4 represent back pointers,
while the solid ones represent regular next level, forward, pointers. The back
pointers are essential for our inter-node compression Algorithm 2 (Section 2.2).
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Algorithm 1. Uncompressed Multibit Trie Construction Algorithm
UTN * BuildNode(Prefixes List SP , int l, UTN ∗cp)
{

Define N = new UTN node with N.T [ ] = new array of size 2sl

and N.bp = cp /*record back pointer*/
for (each p ∈ SP ) do {

if(|p| < Sl), then {
Expand p to length Sl, add the expanded prefixes
to SP and remove any redundancy } }

for (each p ∈ SP ) do {
r = row index specified by bits Sl−1 to Sl of p
N.T [r].PL = N.T [r].PL ∪ {p} }

for(r = 1; r ≤ 2sl ; r++){ /*each row*/
if(N.T [r].PL is empty), then {

N.T [r].port = −1 } /*empty row*/
else {

if(∀(p, q) ∈ N.T [r].PL, p.port == q.port), then {
N.T [r].port = p.port }

else {
Let pL be the longest prefix in N.T [r].PL
if(|pL| ≤ Sl), then{

N.T [r].port = pL.port }
else { N.T [r].port = −2 /*mark as pointer*/

N.T [r].ptr = BuildNode(N.T [r].PL, l + 1, N.T [r]) }
} } }

return N

}

Algorithm 1 has one function, BuildNode(), which takes three arguments: a
list of prefixes SP , an integer l = level number, and a UTN current pointer, cp.
We start by passing a prefix list SP = all the forwarding table prefixes, l = 1
and a NULL pointer from the main() function to BuildNode(), which returns a
pointer, Root, to a Uncompressed trie. BuildNode() begins by allocating a new
UTN pointer, N , as a new node, records its back pointer and allocates its T [
] as an array of size 2sl . It expands any prefix from SP that has a length less
than Sl, a cumulative stride1, and adds only the unique prefixes to the original
prefix set SP . In other words, if any of the expanded prefixes already exist in
SP , we delete the expanded prefix since it inherits its original prefix’s length.
Each prefix is mapped to a row r, where r = 1, · · · , 2sl , in the N.T [ ] array and
is stored in its associated prefix list, N.T [r].PL.

If no prefix is mapped to a certain row, r, we set N.T [r].port to −1 (indicating
an empty row). When a packet is matched at this row we apply the default
route [4]. If all the prefixes that are stored in r have the same output port
number, we simply set N.T [r].port to that port. In case all the prefixes that are
mapped to r have lengths less than or equal to Sl, we choose the longest prefix,

1 A cumulative stride, Sl =
∑l

i=1(si), is the number of bits that are used till trie level l.
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say pL, and set N.T [r].port to pL.port. Note that we define |p| to be the length
of prefix p and |SP | to be the size of the set of prefixes SP . The recursion in
Algorithm 1 occurs when there is at least one prefix that is mapped to r and
has a length longer than Sl. In this case, we set N.T [r].port to −2 (indicating
that this row has a pointer to the next level) then we set N.T [r].ptr to a new
instance of the BuildNode() by passing the set of prefixes that are mapped to
this row, N.T [r].PL, the next level number, l + 1, and the current table row
pointer, N.T [r].

2.2 Inter-Node Compression

In Algorithm 2 we construct a compressed trie from our uncompressed trie gener-
ated by Algorithm 1. Our algorithm aims at removing redundancy in trie nodes
by checking if there exist two or more nodes at the same level that have identical
contents. Since our compression algorithm combines different nodes at the same
level, we call it “inter-node” compression and the resulting compressed trie is
called Inter-Node Compressed Trie (INCT).

We start with a copy of our uncompressed trie at level l = k and scan each
pair of tables at this level to see if there exists identical tables. If we find two
identical nodes, we delete one of them and use its back pointer to update the
forward pointer of its parent node. We keep doing this at each level in a backward
fashion till we stop at the root. Figure 5(a) represents the three-level trie of
Figure 1(a), while Figures 5(b) and (c) depict how we perform compression on
this trie level by level. We do not show the back pointers in Figures 5(b) and (c)
as they are not needed after the compression. We define the “compression ratio”
as the percentage of the total number of trie rows after the compression divided
by the total number of trie rows before the compression. The compression ratio
in this example is 28

48 = 58.3%.
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Algorithm 2. The Inter-Node Compression Algorithm
CompressTrie(UTN *CRoot)
{

Construct the arrays noP trs[ ], P [ ][ ]
for(l = k; l > 1; l −−) {

for(i = 1; i < (noP trs[l] − 1); i + +) {
for(j = i + 1; j < noP trs[l]; j + +) {

if(IdenticalNodes(P [l][i], P [l][j])) then{
/*use P[l][j]’s back pointer to point to P [l][i]*/
∗(P [l][j].bp).ptr = P [l][i]
Delete node P [l][j] }

} } }
}

The main idea of Algorithm 2 is to make a copy, CRoot, from the uncom-
pressed trie, Root, then compress it and move the compressed trie without the
back pointers and the PL fields to the forwarding plane. For this purpose we
need to define noPtrs[ ] as a global array of counters of size k to keep track of
how many nodes we have per trie level. In addition, we define an array of UTN
pointers, P [ ][ ], that stores the pointers to all the nodes for each trie level, which
is used only during the compression and is deleted afterwards.

Function CompressTrie() of Algorithm 2 does the actual compression. It
starts from the uncompressed trie copy, CRoot, then builds the P [ ][ ] arrays.
The function then sequentially scans the trie levels starting from the leaves
to the root to see if there are two identical nodes, which is done by calling
IdenticalNodes(). IdenticalNodes() is a function that takes two UTN node
pointers as arguments and returns true if and only if the two nodes have exactly
the same contents, otherwise, it returns false. If we find two identical nodes
P [l][i] and P [l][j], we use the back pointer of P [l][j] to adjust its forward pointer
to point to P [l][i] and delete P [l][j].

2.3 INCT Packet Lookup

In this section we show how to search for a port number in our INCT trie-based
IP forwarding scheme. The great advantage is that we do not have to match the
incoming packet address against any prefix. During a packet lookup, we split
the destination address into k chunks and use each chunk as a row index, rl,
where l = 1, · · · , k, to a certain table. We start from the CRoot, and for each
row rl ∈ CRoot.T [ ], if Root.T [rl].port ≥ 0, we direct the packet to this port
and we stop scanning the trie. However, if CRoot.T [rl].port equals −1, then
we apply the default route. Finally, if CRoot.T [rl] .port equals −2, then we use
CRoot.T [rl].ptr to move to the next next level and recursively repeat the process
until either find a port or an empty row.
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Table 1. Statistics of IPv6 tables on June 2010. H is the number of output ports.

Table Size H Table Size H

Equix1 3,180 9 Linx2 37,282 13
Equix2 3,215 9 Quagga1 3,464 7
Eugene1 3,211 16 Quagga2 3,299 4
Eugene2 3,233 15 Wide1 5,412 2
Linx1 36,366 13 Wide2 5,470 2

3 Experimental Evaluation

To evaluate our proposed ideas we built a simulation environment written in
C++ and employed 10 real IPv6 files dated June 2010 from the routing infor-
mation service (RIS) project [17]. Table 1 lists the tables, along with their sizes
and their number of unique next hops.

The memory requirement at each row of either uncompressed trie or INCT
trie is encoded in 3 bytes, where we use 2 bytes for a pointer and one byte for a
port number. An empty row is encrypted by resetting all 3 bytes to zeros. Two
bytes per pointer gives us the ability to address 216 = 65.5K nodes per level.

3.1 INCT Evaluation

Selecting the Strides. A common practice in pipelined trie forwarding engines
is to use a large initial stride [12]. This is due to the fact that most prefixes in
Internet IPv6 forwarding tables are of length 24 bits or longer [4,14,22]. In this
work we follow this common practice. We aim to have a small number of trie
levels to limit the delay incurred by any incoming packet.

First, we select the number of strides for two representative IPv6 forwarding
tables to find the best number of strides. Figure 6 shows the result of varying
the number of strides from 5 to 9 for the two files Linx1 and Eugene2. We
find that the same trend that having a larger number of strides leads to lower
memory utilization. However, since we want to reduce the packet’s delay, we
choose k = 7 as a tradeoff between memory utilization and delay. To select
the actual strides’ values, we use a simple brute-force heuristic to reduce the
total memory requirements of our INCT trie as we mentioned before. In the
following subsections we will use the notation “Xyz(m)” to distinguish different
trie schemes, where Xyz is the trie scheme name and m is the number of trie
levels (i.e., height). For example, Uncompressed(7), means our uncompressed
trie with a height of 7.

INCT Performance. Figure 7 shows the memory requirements of both INCT(7)
and Uncompressed(7) trie for the IPv6 tables given in Table 1. The average total
memory for INCT(7) is 466KB, while Uncompressed(7) trie has an average of
1.0MB. This means that we achieve on average a compression ratio of 44.7% or
an average space saving of 55.3%. The maximum memory requirement belongs
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to table Linx1, 857KB for INCT(7) and 2.0MB for Uncompressed(7) trie. The
smallest space savings is 27% for table Equix2, while the largest space savings
is 71% for table Wide1. The actual compression ratio varies from file to file due
to the distribution of the output ports among the prefixes.

INCT vs. Other Compression Schemes for IPv6. Figure 8 shows the
memory utilization of MIPS(57), binary INCT(57), Lulea(6) (which is almost
like the Tree Bitmap scheme [7]) and INCT(6). Since IPv6 is currently using
only 64 bits out of its 128 bits for actual address prefixes while the other 64 bits
are to identify MAC address [14,15], we assumed that Lulea IPv6 version would
have 6 strides: {16, 16, 8, 8, 8, 8}. In addition, we assumed that MIPS’s stride set
would start by an initial stride of 8 bits then scans the rest of the 64 bits, 56
bits, one bit at a time. Note that INCT(6) is using the same strides as Lulea(6),
while binary INCT(57) is using the same strides of MIPS(57).

MIPS [23] is the first technique that utilized the limited number of ports in
Internet routers to lower the number of prefixes in a forwarding table. The main
goal of MIPS is to store the prefix set inside a TCAM chip in any order. MIPS
builds a leaf-pushed binary trie to obtain an independent set of prefixes, replacing
prefixes by their next hops which are then replaced with their corresponding port
numbers. As a secondary effect MIPS reduces the number of prefixes needed to
be stored. Our trie construction algorithm, Algorithm 1, can be considered as
a generalization of the MIPS trie construction algorithm for the multibit trie
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case. MIPS also keeps its trie in the control plane for update handling, while it
retains a copy of the trie prefixes in the TCAM lookup engine. Our scheme does
not store the prefixes in the fast forwarding data plane.

The performance is measured as the total memory used by each scheme. In
general, MIPS(57)’s average total memory is 339KB, while Lulea(6)’s is 5.3MB.
Binary INCT(57) is smaller by 88% than MIPS(57) on average and INCT(6) is
smaller by 67% than Lulea(6).

3.2 INCT Forwarding Engine Performance Estimation

In this section we estimate the actual processing rate of our INCT packet for-
warding engine using the standard CACTI memory version 5.3 simulator [21].
We use the high performance 32nm SRAM technology with one read port and
one write port.

The CACTI results of the pipelined architectures are shown in Figure 9. For
each IPv6 table we choose the maximum size of each trie level to be simulated.
This is why the total size of each trie is larger than its previously reported average
size. The IPv6 INCT(7) saves 60.6% of area and 41.5% of total read dynamic
energy over the Uncompressed(7). The stage frequency equals the minimum
of the maximum operating frequency among the trie levels, which is 4.9GHz.
In other words, the pipelined architecture’s estimated throughput is 4.9Giga
packets per second, which means a loss of 8% comparing to Uncompressed(7).

Uncompressed(7) INCT(7)
Savings and 

Losses %

Total RAM Size (MB) 2.11 0.85 59.8

Total Access Time (ns) 3.74 2.85 23.8

Pipeline Stage Frequency (GHz) 5.29 4.90 -7.4

Total Read Dynamic Energy (nJ) 0.09 0.05 3.0

Total Read Dynamic Power at Max 

Freq. (W)
0.54 0.29 45.9

Total Area (mm
2
) 5.42 2.14 60.6

Fig. 9. The CACTI simulations for INCT(7) vs. Uncompressed(7)
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For minimum packet size of 80 bytes, the INCT(7) throughput is 4.9× 80× 8 =
3.1Tbps (Tera bit per second). The total delay incurred by a packet, which is
the summation of the access time of each pipeline stage, is 2.9ns for INCT(7).

4 Prior Art and Related Work

Many optimizations are suggested to reduce the binary trie lookup time like the
path-compressed trie which benefits from the fact that a binary trie may have
long sequences of single-child nodes, then skip scanning some bits to reduce
average lookup time [18]. Crescenzi et al. [18] use full prefixes expansion to 32
bits, then construct two-level multibit tries of 16 bits each. Their compression
technique is based on repetitions elimination of the LPM of each subtrie at the
second level only. They use 1.2MB to store a lookup table of 40K prefixes.

The Lulea algorithm [6] uses bitmap compression to eliminate data redun-
dancy in three levels, leaf-pushed tries with fixed strides of s = {16, 8, 8} [22].
The scheme has two data structures per node: bitmap and an array that con-
tains the compressed data. For each row of a trie, Lulea stores ‘1’ in the bitmap
if the current and previous row values are not equal while pushing the current
value to the compressed data vector, otherwise it stores ‘0’. Though the Lulea
scheme is reported to store 32K prefixes in 160KB memory, it has a lookup time
between 4 and 12 memory cycles and suffers from very high update time [6,22].
Eatherton et al. [7] modify the Lulea scheme to facilitate incremental updates
while keeping the compression ratio as low as that of Lulea’s. The authors pro-
pose two bitmaps per trie node, one for all internally stored prefixes and one for
external pointers, which allow them to reduce the update time through avoiding
leaf pushing [7, 22]. They store a table of 41K prefixes in 450KB.

Note that all these schemes are “intra-node” compression schemes, while our
scheme is an “inter-node” compression scheme. Though these preceding algo-
rithms are devised mainly to handle the 32-bit IPv4, they could be utilized also
for the 128-bit IPv6 address [14]. In fact, very few trie-based solutions are explic-
itly proposed to handle IPv6 [3, 15]. In [15], the authors propose a hybrid data
structure that combines binary tree (trie), a segment table and a route bucket
(hash table) to store an average of 645 real IPv6 prefixes in 390KB with a worst
case access latency of six memory cycles. The authors in [3] propose an architec-
ture similar to [15] in the sense that they use a hybrid data structure comprised
of: direct lookup table, hash table and multibit trie that uses a new Tree bitmap
compression. They achieve a throughput of 160Gbps utilizing on-chip SRAM
and off-chip DRAM memory of 4.9MB for synthetic IPv6 tables.

Recently, many researchers are proposing trie-based advanced pipeline archi-
tectures [2, 12, 13]. Their architecture optimizations are based on the minimiza-
tion of the stage maximum memory, the minimization of the total memory, or
the maximization of the throughput. Most of these solutions use dynamic pro-
gramming algorithms to map trie nodes from to pipeline stages. The work in [13]
constructs a pipelined architecture from fixed stride tries since variable stride
tries are hard to implement and maintain. The authors provide dynamic pro-
gramming algorithms to find the optimal multibit trie for a given table. The
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optimization in [13] is based on minimizing the maximum memory required for
a single stage. The pipeline depth is between 2 and 8 stages and each stage uses
between 60KB and 80KB for an IPv4 forwarding table of 100K prefixes.

Jiang and Prasanna [12] addressed the same problem with a different strategy.
Their architecture consists of multiple pipelines that have between 20 and 25
stages, each with 18KB of RAM. The main idea is to have more stages than the
actual number of the trie levels for flexibility. They report an overall a throughput
of 3.2Tbps, which is boosted by using an intelligent caching technique that allows
processing 8 packets in parallel. The aforementioned schemes are orthogonal to
our proposed scheme and can be used to balance memory distribution among
stages before applying our compression.

5 Conclusions and Future Work

In this paper we introduced a novel packet forwarding scheme that uses multi-
bit trie inter-node compression to reduce the total memory. We showed that
our scheme has a better compression ratio than MIPS, Lulea and Tree bitmap
compression schemes. In addition, most previously proposed schemes store their
prefixes (or a pointer to them) in the forwarding trie, which we do not. On
average, our pipelined INCT architecture, INCT(7), consumes 466KB and can
achieve a throughput of 3.1Tbps.

We believe that this work could be applied to other packet processing do-
mains such as packet classification and deep packet inspection. Also, we need to
consider systematic methods to select the trie strides rather than just reducing
the memory. Since our INCT utilizes an inter-node compression technique, we
can apply other intra-node compression techniques (e.g., Lulea [6]) in addition to
achieve more compression ratio. Furthermore, we can increase the throughput by
using smart caching techniques that take into account the traffic characteristics
as well as the trie shape.
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Abstract. The Internet is organized as a collection of networks called
Autonomous Systems (ASes). The Border Gateway Protocol (BGP) is
the glue that connects these administrative domains. Communication is
thus possible between users worldwide and each network is responsible
of sharing reachability information to peers through BGP. Protocol ex-
tensions are periodically added because the intended use and design of
BGP no longer fit the current demands. Scalability concerns make the
required internal BGP (iBGP) full mesh difficult to achieve in today’s
large networks and therefore network operators resort to confederations
or Route Reflectors (RRs) to achieve full connectivity. These two op-
tions come with a set of flaws of their own such as persistent routing
oscillations, deflections, forwarding loops etc.

In this paper we present oBGP, a new architecture for the redistri-
bution of external routes inside an AS. Instead of relying on the usual
statically configured set of iBGP sessions, we propose to use an overlay
of routing instances that are collectively responsible for (i) the exchange
of routes with other ASes, (ii) the storage of internal and external routes,
(iii) the storage of the entire routing policy configuration of the AS and
(iv) the computation and redistribution of the best routes towards In-
ternet destinations to each router of the AS.
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1 Introduction

The Border Gateway Protocol (BGP) is the actual standard that enables the
computation of end-to-end paths in the Internet. BGP allows networks, called
Autonomous Systems (ASes), to exchange their routing information and to im-
plement independently customized routing policies. The Internet has reached a
size of more than 35,000 ASes and roughly 350,000 blocks of IP addresses.

BGP and internal BGP in particular have been widely studied, and many ex-
tensions and improvements have been proposed to deal with matters like network
convergence[2][3] or route diversity[7][8]. On the other hand, general design and
architectural issues in iBGP have not been sufficiently confronted in our opinion.

In this paper, we propose a new solution for iBGP routing within an AS using
a distributed overlay of routing software. The solution we elaborate is meant as
a viable framework for replacing the current iBGP and we introduce a setting for
scalable and flexible routing. By gathering the routing information in a platform,
we aim to offer easier management of protocols and policies at the network level.

2 BGP Routing in a Nutshell

The Border Gateway Protocol[10] is in fact two protocols: internal BGP (iBGP)
for handling messages inside an AS and external BGP (eBGP) for exchanging
reachability information with other ASes in the Internet. This clear distinction
makes it possible for an ISP to deploy a new iBGP in its network without any
impact on neighboring ASes. We will further concentrate on describing some
aspects of the iBGP mechanism.

Within a BGP router, the decision process takes into account the inter-
actions with every neighbor. Roughly speaking, if n is the number of prefixes
advertised in the Internet, an iBGP Routing Information Base (RIB) will con-
tain about n ∗ m routes in the worst case, where m is the number of neighbors
sending their full BGP table as seen in Fig. 1. The best path to a destination is
selected, installed in the Forwarding Information Base (FIB) and actually used
to perform packet forwarding. The router will also advertise its best path for a
given prefix to the adjacent BGP peers.

BGP requires that entries be kept for each reachable network: this constraint
leads to large routing tables. There are many routes that cannot be aggregated
and even if the optimizations in vendor code reduce the size of memory needed,

Fig. 1. The selection of the best route among the received routes
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they still do not fix the problem. The natural growth of the Internet as well as its
increasing connectivity and the tweaking of routing entries for traffic engineering
purposes have inflated the size of BGP routing tables by a factor of more than
3 within the last decade [1]. The current trend of the routing table indicates
continuous growth of the Internet and we expect future evolution to be similar,
especially after the migration to the apparently inexhaustible IPv6 space.

Inside anAS, a single administrative entity manages all routers and distributes
a consistent routing policy configuration. The goal of iBGP is to redistribute rout-
ing data inside the AS in accordance with the routing policy configured in each
BGP router. iBGP routing originally required a full mesh between the routers
within a single AS to guarantee that each router will be able to learn the best
external route for forwarding IP packets.

The full mesh configuration can quickly turn out to be a scalability problem
since the total number of sessions grows with the square number of involved
peers. There are two alternatives for avoiding the processing overhead induced
by full mesh: confederations and route reflectors (RRs) illustrated in Fig. 2.

Confederations are sub-ASes meant to divide a large network into more man-
ageable areas. A route reflector is a router that takes the role of a central point
where a subset of the other routers peer. These designs are both prone to un-
predictable effects such as persistent routing oscillations and forwarding loops
affecting network convergence [3][4]. They may face sub-optimal routing due to
information masking or non-deterministic decisions influenced by the state of
the network at the arrival time of the advertisements.

Fig. 2. ASes exemplifying a full mesh of iBGP sessions, confederations, route reflection

2.1 Plagues in Current iBGP

In specific architectures using route reflection, routing is victim of a series of
aspects induced by the inherent design of iBGP.

Below is a brief display of the drawbacks in current iBGP:

– scalability is quantified by the number of protocol messages exchanged
over time, the number of established sessions and especially by the size of
the routing table. We estimate that the growth of the routing table can be
handled by means of a partitioning model that we expose in this paper:
achieve scalability through division of the control plane by placing subsets
of prefixes in different locations and then performing the computation of the
BGP decision process in a distributed manner.
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– network opacity occurs in architectures where route reflection schemes
are used for propagating routes. Incomplete knowledge of the set of routes
advertised by neighbor ASes leads to inconsistencies and issues such as rout-
ing oscillations and deflections that can cause forwarding loops. Extensive
studies [2][3][4][5][6] give conditions and methods for defining correct iBGP
configurations that avoid anomalies and achieve full mesh optimality.

– poor route diversity is a direct consequence of network opacity. The funda-
mental design of BGP route redistribution demands that each peer advertise
only its best route. Diffusing a single route impacts the available choices and
there is a noticeable loss of route diversity when comparing border routers
to internal routers [7].

The graph in Fig. 3 presents the diversity of neighbor ASes and BGP
next-hops for the received prefixes on 5 random routers. The data reveals
the fact that there is a large diversity in the received routes but this diversity
is severely reduced by the BGP selection mechanism of the best route.
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Fig. 3. Prefixes and routes on 5 random routers of a large ISP

Redundancy in case of failure is highly desirable and a secondary path
could also be used for extra features such as load balancing or multipath rout-
ing. Protocol extensions introduce new capabilities for adding paths to BGP
in [8], but the impact on current networks is yet to be explored as done in [9].

– management and troubleshooting are often complex and challenging: in-
consistency of the routing policies, path exploration meeting flap dampening
[11] and difficulties in achieving network-wide traffic engineering are some
of the issues encountered by network operators. A full view of the external
routes and knowledge of the Interior Gateway Protocol (IGP) topology by
one entity would make these processes easier. In oBGP, the interaction with
the entire network is done through the overlay. Concentrating the BGP deci-
sion process in the overlay nodes increases control over the network behavior.

We should, however, separate theory from practice. Some of the presented issues
are commonly avoided with engineering tricks and configuration tweaking. Net-
work operators adapt to inadvertences by enforcing specific RR placement and
building convenient topologies that behave correctly. Ideally, these aspects can
be handled in an automated manner and this paper proposes an approach for
better control over the network.
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2.2 Previous Work

New routing paradigms like iBGPv2[12] or even PCE[13] propose different ap-
proaches for handling routing within an AS. LISP[14] tackles routing as a general
problem and proposes a solution for the global Internet routing. In [15] Jing Fu
exposes a centralized control scheme for IGPs with faster routing convergence
than link-state routing protocols. His results show it is possible to conceive a
routing platform reaching performances comparable to native routing.

The need for separating routing from the routers is emphasized also by N.
Feamster et al. in [17]. The presented work is a design overview of a Routing
Control Platform (RCP) that aims to offer separate selection of routes on behalf
of the routers while maintaining backward compatibility.

M. Caesar et al. later offer an implementation to the RCP concept. The pro-
totype described in [18] has three modules: the IGP Viewer to collect topology
information, the BGP engine that learns the BGP routes, performs the decision
algorithm and then communicates the best paths to the routers and finally the
Route Control Server that processes messages received from the other two mod-
ules and makes it possible to store one single copy of each BGP route, keep track
of the routers to which each route has been assigned and maintain an order of pref-
erence of the egress point for each router[19]. We extend this work by going a step
further in reaching scalability: in our approach, the prefix table is split, making
possible parallel computation of routes while in the RCP solution, all the BGP
information is concentrated in one point, even if there are multiple replicas of it.

Our hybrid solution integrates the division of the routing table within a cen-
tralized routing platform. Other projects advocate the idea of downsizing the
routing table: ViAggre (Virtual Aggregation) is a configuration-only method for
shrinking the size of the routing table in the Internet default-free zone. It pro-
poses a “dirty slate” technique for distributing routing within an ISP network so
that routers maintain only a part of the global routing table. One of the nega-
tive impacts of ViAggre[20] is a stretch imposed on traffic, diverting it from the
native shortest path. Another inconvenient is the difficulty of the configuration.
This same approach is advanced in [21] and X. Zhang et al. elaborate similar
work in [22], but CRIO seems to bring more benefit to VPN routing.

The work of S. Uhlig et al. [23][24] emphasizes the fact that network operators
need a smarter way to do route reflection. In [25] a route server architecture is
presented and in [26][27], C. Pelsser et al. aim to build distributed route servers.
We go beyond these proposals by providing scalability through the distribution
of the control plane in iBGP routing.

3 oBGP: A Scalable Overlay for iBGP Routing

In today’s IP networks, routing is highly distributed: each router in the AS
makes its own decisions. We propose to separate the selection of paths (routing
plane) from the actual forwarding of traffic (data plane) on distinct equipments.
Offloading the control plane from the routers can be seen as a remedy to the
explosion of the routing table size.
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When rethinking the current design, we place all the knowledge of routing data
into a separate iBGP routing plane handled by an overlay of routing processes
that do not forward user traffic. We propose to implement BGP routing engines
called oBGP. The oBGP nodes act as the border routers of the domain and
connect to the external peers through multi-hop eBGP sessions. This approach
allows the overlay to receive all the routes from the neighboring ASes and gather
the announced routes to achieve a unified complete view.

oBGP routing software is intended to be executed by additional servers run-
ning on commodity hardware. The logical overlay is composed of routing pro-
cesses (or nodes) that are jointly responsible of:

– collecting, splitting and storing the complete set of routes received from
eBGP and the internally originated routes,

– storing the routing policies and configurations of all the routers in the AS,
– redistributing the computed paths to the client routers.

One of the main concerns of an iBGP architecture is its ability to scale: support
the growing routing table and handle protocol messages over time. To achieve
scalability, we design an oBGP solution where the routing information is divided
in several sub-planes. In this approach, distinct subsets of overlay nodes each
handle only a fraction of the entire set of prefixes in the routing table.

3.1 Overview
The next paragraph explains the passage of a route advertisement in the oBGP
overlay from the arrival in the AS to the installation of the best path in the RIB.
Fig. 4 shows the chronological steps of a route announced to the oBGP overlay.

The oBGP acts as a border router and the neighboring ASes connect to an
oBGP node through multi-hop eBGP sessions. When a route towards a destina-
tion (e.g. the prefix 1.2.3.0/24) is advertised in the Internet, it reaches the first
oBGP node that determines the corresponding sub-plane in charge of the prefix.
The oBGP node then forwards the information to the nodes handling the correct
sub-plane. After running the BGP decision process and applying the according
configuration and IGP topology constraints, the nodes output a best path per
prefix for each router. The overlay distributes the best paths to the client routers
connected through sessions and they can immediately install it in their RIBs.
Upon reception of the best route, the native routing mechanism takes course
and installs the path to the prefix in the FIB for actual packet forwarding.

The oBGP nodes need to be aware of the actual mapping of the reachable IP
space within the overlay. To insure resiliency and avoid a single point of failure,
a sub-plane is replicated on several oBGP nodes. Coordination between the
copies of sub-planes is accomplished through an exchange of meta-data across
the overlay. The following paragraphs depict the sub-plane concept.

3.2 Distributed Storage

A router learns routes toward a given prefix from its neighbors, and in the general
case routers of the same AS do not learn the same exact set of routes or the
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Fig. 4. The steps followed by an advertisement in the overlay network

same quantity. The full visibility of BGP routes received from external ASes can
be assimilated to a sum of queries on all border routers of an AS. The total
of routes received on the border routers is equivalent to the global view of the
advertised Internet as seen by the domain.

oBGP manages to keep this external view intact by indexing it directly in
the overlay according to a mapping mechanism. The oBGP nodes act as the
collection of border routers of the AS and establish eBGP multi-hop sessions
with neighbor ASes.

Storage of prefixes is distributed across the overlay and nodes divide between
each other the computational load of the control plane. We define several chunks
of the reachable address space that are allocated on distinct nodes. These large
IP spaces are called routing sub-planes. The overlay is in charge of keeping
a coherent state: no pair of sub-planes has overlapping prefixes and they are
stored on different nodes. A structure similar to a distributed hash-table can be
used for managing the sub-planes. The oBGP nodes guarantee the frontiers of
the sub-plane, but another aspect to take into account is the replication of the
information on the nodes covering the same sub-plane.

Fig. 5. The routing table is split between the n = 4 nodes of the overlay

Index of Virtual Prefixes: The mapping of the sub-planes on the oBGP nodes
takes into account a split factor n (e.g. n = 4 as seen in Fig. 4) and allocates
each chunk of total/n prefixes to a corresponding sub-plane. This strategy turns
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out to be very coarse grained and thus we introduce smaller containers for the
IP space called Virtual Prefixes as in [22].

Table 1 shows an example of a possible configuration of the sub-planes: the
reachable IP space is divided in n = 4 sub-planes and each sub-plane covers the
equivalent of a /2 prefix (consisting of roughly 230 possible hosts). To better con-
trol the load incurred by the oBGP nodes handling the sub-planes, the network
operator may choose to define several virtual prefixes as is the case for sub-plane
1 that contains 2 virtual prefixes. The virtual prefixes may be swapped between
the oBGP nodes in order to achieve a balanced load on the sub-planes. Data1 in
columns 3 and 4 shows that the density of prefixes advertised in the Internet can
be almost uniformly distributed across the previously defined sub-plane space. If
the distribution varies in time, we deem necessary to use a dynamic algorithm.

Table 1. Sub-planes containing virtual prefixes

sub-plane ID virtual prefixes # of prefixes % of total

sub-plane 1 64.0.0.0/4 53250 17.85%

32.0.0.0/3 21408 7.17%

sub-plane 2 160.0.0.0/3 38425 12.88%

192.0.0.0/4 37667 12.62%

sub-plane 3 80.0.0.0/4 34552 11.58%

96.0.0.0/3 35679 11.96%

sub-plane 4 208.0.0.0/4 40207 16.82%

128.0.0.0/3 17719 5.93%

0.0.0.0/3 9411 3.15%

We envision as future work to develop an on-line procedure that allocates
smaller virtual prefixes to the oBGP nodes to obtain a fine grain arrangement.
It is also possible to enforce a rule allowing for paths to popular prefixes to be
cached in the oBGP nodes based on a statistical computation of the frequency
of occurrence (i.e. cache the popular prefixes that are more stable as opposed to
swapping more often the less popular prefixes).

3.3 Selection and Propagation of BGP Routes

The main purpose for offloading the control plane into an overlay is to achieve
scalability of the routing table, but the separation of the decision process from the
actual forwarding of routes has several other benefits such as complete visibility
of the routes advertised to the AS.

The oBGP nodes gather information through eBGP and at the same time
they are part of the IGP topology which allows them to be aware of the IGP
metric from any router toward any BGP next-hop. This feature is important
1 Private Tier-1 AS, dataset of November 2010, based on a total of 354682 prefixes.
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because the customized computation of the best BGP route for a given prefix
for a particular router will take into account the full view of the BGP routes and
the interior cost for reaching the next-hop. The optimal routes are what the client
router would choose if it had full view. Complete knowledge of both topologies
allows the routing engines to make a correct selection and avoid situations like
routing loops.

Having a federating entity makes policy management easier: a global policy
can be configured on the oBGP nodes and then applied to all the routes entering
or exiting the AS. The overlay ensures AS-wide coordination while still allowing
for specific policies to be safely implemented on individual routers. The oBGP
nodes run a neighbor-specific BGP implementation and provide the best output
for every individual router connected to the overlay.

Propagation of routes from the overlay to the client routers relies on the classic
iBGP sessions. Once the oBGP nodes compute the best routes for the alloted
prefixes, the result is pushed to the connected routers very much in the same
way that a client router would receive advertisements from RRs. Fig. 6 shows
a router connected using an iBGP session to each oBGP node responsible of a
specific sub-plane.

Fig. 6. The routers connect to the overlay through iBGP sessions

Once the best route to a given prefix reaches the router, the RIB is updated
and the next-hop is programmed in the FIB. Client routers receive directly
the announcements of the best routes that the oBGP has chosen, therefore the
number of received routes is smaller and the size of the RIB is reduced.

4 Deployment of oBGP

An oBGP overlay network can be progressively deployed on top of an existing
iBGP architecture, using a step by step approach. The overlay is a logical topol-
ogy and can be optimized according to the underlying physical graph and the
location of the oBGP nodes in the network.

As a first step, the network operator has to decide of an initial number of
sub-planes and a mapping of each available oBGP node to one sub-plane while
taking into account the expected redundancy of the overlay. An initial parti-
tioning of the IP space specifies the granularity of the virtual prefixes and their
correspondence to the defined sub-planes. The overlay nodes can be configured
with specific policies to apply and finely tune the selection of routes for the
individual client routers in the AS.
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The second step is twofold: setting up the topology between the nodes of
the same sub-plane and interconnecting the different sub-planes. Note that the
oBGP approach does not specify a topology and several arrangements of the
nodes can be studied in order to optimize the performances. The oBGP nodes
participate to the IGP topology to retrieve knowledge of routing costs between
any given pair of routers within the AS. The overlay implements redistribution of
routes between the sub-planes and replication of the routes in a given sub-plane
using reliable flooding mechanisms.

The final step is more delicate and consists of safely migrating the eBGP
sessions to the overlay and removing iBGP sessions between routers. Integrity
and coherence of routes must be guaranteed during the transition, until the
oBGP manages to take over the route redistribution.

For each border router of the AS, establish one iBGP session with at least one
oBGP node of each sub-plane, preferably the closest possible node. At this point,
routers can receive the routes from the oBGP overlay. To enable the router to
redistribute the eBGP-received routes to its iBGP neighbors, we turn all iBGP
sessions of the router into a route reflector to client iBGP session. Once all the
internal sessions are replaced by the overlay, the eBGP sessions migrate directly
onto an oBGP node. As soon as a pair of border routers is migrated, the session
between them can be removed.

When all border routers have been migrated, internal routers having only
iBGP sessions are migrated the same way we migrate eBGP connected routers.

Concerning error scenarios, the construction of oBGP is redundant as to avoid
single points of failure. Depending on the deployment topology (e.g. an oBGP
platform per geographical region, per Point of Presence or per AS), the failure
impact varies correspondingly. For a simple session loss between a client and one
sub-plane node, there is a short interval (IGP re-convergence time) during which
the disconnected router forwards packets according to a stale FIB, causing pos-
sible sub-optimal routing. Multiple failures (clients and oBGP nodes or several
oBGP nodes) remain to be quantified in future work.

5 Gain through Design

This section summarizes some of the solution strengths that derive from the
design and presents some feasible extensions.

The de-correlation of route selection from propagation allows routers to gain
a broader visibility: the decision process takes into account both BGP and IGP
information leading to an optimal selection at the AS-level. The overlay is aware
of all external routes received through eBGP and of the IGP topology, which
implies that the decision process is based on complete knowledge of the routes.

Another advantage is the increased diversity of routes that can be received
by the client routers. Indeed, we first federate knowledge of the routes at the
overlay level and then distribute the computational load according to sub-planes
so that in the end, client routers connect to each of the sub-planes and receive
the optimal routes. Controlling only a subset of the IP space means less memory



430 I. Oprescu et al.

needed to store a sub-plane instead of the entire RIB and less BGP reachability
information to process on each oBGP node. The speedup in the selection of the
best routes comes from the distribution of prefixes on several nodes, allowing for
parallel computation.

The construction of the overlay leaves room for future additional features like
flexible load sharing of routing data. An algorithm for dynamically partitioning
and mapping the reachable space enables a re-organization of the various prefixes
in the sub-planes.

6 Conclusions and Future Work

In this paper we present a new framework for scalable iBGP routing. The oBGP
concept is illustrated: an overlay responsible for performing the BGP decision
process on behalf of the client routers within the AS. We expose some of the ma-
jor drawbacks in current iBGP and how the oBGP routing platform solves these
issues. We provide the design principles and advantages of oBGP then reveal
a possible scenario for deployment. Through the construction of this approach,
oBGP provides ground for implementations of extra features and proposes a new
direction in the study of the iBGP control plane scalability.

As previously mentioned, the advantage of splitting the routing table can
be overshadowed by the computational overhead induced in the overlay. An
important point of future work consists of determining the optimal threshold
for which it is appealing to compute paths with oBGP. Research perspectives
include refining the split algorithm and improving it to gracefully handle the
dynamic re-organization of the virtual prefixes on the oBGP nodes. We will
also evaluate the architecture, study the relevance of parameters and quantify
scalability, convergence time, correctness and compliance to the routing policy.
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Abstract. Improving the path diversity seems to be the next fundamen-
tal step in the iBGP evolution. Focusing the advantages an improvement
of the path diversity implies, network protocol designers have disregarded
the most critical drawback so far: The effect on the scalability of the iBGP
routing, a fundamental requirement for production usage. This aspect is
examined by the analyses discussed in our paper.

In this paper, we provide the theoretical groundwork for scalability
analyses of four highly relevant path diversity schemes. Based on this
groundwork, we exemplarily predict the information load the schemes
induce in a system of a large ISP. Generalizing the system-specific results,
we give an outlook on the load that can be expected in comparable ASs.
We found that for two schemes currently in the standardization process,
scalability problems in large ASs as they are operated by ISPs seem
likely.

1 Introduction

From a global perspective, the Internet we know today is a network of intercon-
nected Autonomous Systems (ASs). Global connectivity across these systems is
realized by means of the Border Gateway Protocol (BGP) [1]. BGP distinguishes
two operational modes, representing its basic tasks: External BGP (eBGP) terms
the inter-AS mode of BGP, used to exchange routing information between ASs.
To spread this information within ASs, internal BGP (iBGP), the intra-AS mode,
is used. For the following discussions, being familiar with BGP [1] is most helpful.

1.1 Motivation

Today, iBGP is the de-facto standard to spread global routing information in ASs
that route default-free. Since ASs may cover up to thousand routers, maybe even
more, scalability is an important aspect. As a result of this fact, large ASs usu-
ally implement iBGP via Route Reflection [2] or AS Confederations [3]. However,
the information reduction these architectures induce causes significant disadvan-
tages in real life: Suboptimal or inconsistent routing decisions may be forced [4],

J. Domingo-Pascual et al. (Eds.): NETWORKING 2011, Part I, LNCS 6640, pp. 432–443, 2011.
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routing processes may behave undesirable [5], and convergence may be slowed
down [6]. A clear improvement with respect to these aspects can be achieved if
the information exchange scheme improves path diversity: Instead of advertising
only the best path for every address prefix, cf. [1], routers provide information
on several known paths according to a certain scheme.

An improvement of path diversity seems to be the next important step in the
iBGP evolution [7]. The path diversity is determined by the amount and kind of
information speakers advertise to their peers. A classical tradeoff is given by the
fact that providing more routing information principally improves the system
behavior while it worsens scalability. However, even if the latter aspect is of high
relevance in practice, proposals for new iBGP schemes only focus on the former
aspect. Scalability issues are not adequately studied. This motivated our research.

1.2 Related Work

BGP as used today was specified as a consequence of scalability problems caused
by class-based IP routing [8] in the mid 90ies. As scalability was a critical aspect
at this time, the observed and expected behavior of BGP was thoroughly studied
and documented [9,10]. In essence, it followed “that BGP should have no scaling
problems in the area of link bandwidth and router CPU utilization”. However,
concerns rise with respect to iBGP, as its full-mesh design ties up many resources.
This deficiency was remedied by Route Reflection and AS Confederations [2,3].

In the following years, several studies analyzed the expectable growth of the
global routing table and average update rates per path [11,12]. But even if
they led to highly important results, conclusions on iBGP were never drawn:
As routers performed well in practice and an abrupt significant load growth
did not have to be expected, this did not seem to be necessary. In 2002, the
situation changed drastically with the publication of the first draft of Add-
path [13]. Applying Add-path, routers may provide their internal peers with
clearly more information than common iBGP allows. The ability to advertise
several paths per prefix in parallel led to the development of several path diver-
sity schemes [14,15,16,17]: schemes, that would cause a significant load growth.
Analyses for the Route Server architecture showed that scalability can be evalu-
ated efficiently [16]. However, even if several path diversity schemes are already
in the standardization process [14,15], their effect on the scalability is still un-
known. This is the starting point for our analyses.

1.3 Main Contribution and Paper Outline

Scalability is an essential linchpin for using an iBGP scheme productively. Never-
theless, the impact of increasing path diversity according to the proposed schemes
is not well understood yet. Closing this gap is the main contribution of our pa-
per. We focus on BGP Route Reflection, because this is the most common iBGP
architecture in large ASs.

The rest of the paper is organized as follows: At first, in section 2, we give a
basic outline on iBGP path diversity. After that, in section 3, we provide the theo-
retical groundwork to estimate the information load on routers in arbitrary ASs.
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In section 4, we exemplary evaluate the information load path diversity schemes
induce in a large AS. In section 5, we generalize the system-specific basic results.
Finally, in section 6, we close with a short conclusion and sketch future work.

2 About Add-Path and iBGP Path Diversity

A core property of the today’s iBGP routing information exchange is that routers
only advertise their best path for a prefix. Since this limitation has proven to be a
fundamental restriction in practice, Walton et al. started 2002 to specify a draft
that relaxes this limitation, cf. [13]. The proposal is well-known as Add-path.

2.1 The Add-Path Concept

Even if technical aspects are beyond the scope of the paper, basically understand-
ing the Add-path proposal seems helpful. Using classical iBGP, paths are internal-
ly keyed by the destination address-prefix they belong to and the peer router they
are learned from. Consequently, as shown in figure 1.a), each peer can only provide
one path per prefix that is stored and taken into account in the best path selec-
tion. As depicted in figure 1.b), the basic idea behind Add-path is to extend the
key of a path by another attribute, the path ID. This ID is arbitrarily set by the
router that announces the path. As known paths are only replaced if they have
the same key,Add-path allows routers to advertise several valid paths in parallel.

Fig. 1. Using classical BGP, routers can only store one path per prefix and peer speaker
(a). The path ID removes this restriction (b).

The Add-path extension defines the semantics of the path ID and the required
message exchange formats. However, while this defines the technical precondition
for path diversity, Add-path does not specify which paths are to be announced.
IBGP routing information exchange schemes are not defined. These schemes are
specified in separate working documents [14,15] and iBGP architecture propos-
als, cf. [16] or [17], for example.

2.2 Routing Information Exchange Schemes

Motivated by different use-case scenarios, protocol designers have defined several
different sets of paths routers shall be provided with. Due to the space limitation,
we focus our studies on the most reasonable and from the scalability perspective
most interesting proposals. This covers the following four concepts:
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Advertisement of All Paths. The advertisement of all paths is one of the sim-
plest schemes. It claims that routers advertise all known paths to all iBGP peers,
provided that the export filters are passed. Usually, only paths are rejected which
are already known at the receiver. Further details may be found in [15]. The basic
idea is illustrated in figure 2.a).

Advertisement of n Global Neighbor-ASs Group Best Paths. Advertis-
ing global neighbor-AS group best paths is a more complex, but indeed also more
scalable concept. It specifies to advertise the first n best paths with respect to ev-
ery peer-AS group. Knowing these paths solves certain correctness problems [16].
The concept is illustrated in figure 2.b). See [15] for details.

Advertisement of Optimal and Local Neighbor-AS Group Best Paths.
Another promising scheme is to provide every router with its optimal path and its
AS-group best path for every AS it is neighbored to. Under adequate constraints,
this scheme leads to consistent and optimal routing decisions. Even if this scheme
is more complex than the second one, it further reduces the information routers
are provided with. The idea is shown in figure 2.c). Details may be found in [16].

Advertisement of n Best Paths. The advertisement of n best paths general-
izes the common iBGP information exchange scheme. Instead of advertising the
best path for each prefix, routers advertise the best n paths, cf. figure 2.d), [15].

Fig. 2. The number of paths advertised to v may be unlimited (a), limited per prefix
and peer-AS group (b), fitted to the receiver’s view (c), or limited to n per prefix (d)

3 A Theoretical Framework for Scalability Analyses

As the schemes outlined in section 2.2 and proposed in [14,15,16,17] show, path
diversity concepts may differ significantly. In this section, we derive an upper
bound for the amount of ingoing routing information routers experience if the
outlined concepts are applied.

3.1 Basic Model

Large ASs in the default-free zone where scalability is a critical aspect usually use
Route Reflection to spread BGP data internally. As shown in figure 3.a), common
routers in such architectures receive three different classes of paths: Firstly, there
are those paths known due to external announcements. For router v, we refer to
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these paths as Pv
ext. Secondly, paths may be known due to local configuration [1].

For v, we label these paths as Pv
loc. The number of paths covered by both sets

can be assumed as basically independent of the applied iBGP scheme. Thirdly,
there is the group of internally learned paths advertised by the reflectors, labeled
as set Pv

int. The elements and size of this set depend on the AS-internally used
iBGP scheme. IBGP architectures ensure that all three sets are disjoint [1]. Thus,
the information load on a common router v using iBGP scheme i is given by

|Pv|i := |Pv
ext| + |Pv

loc| + |Pv
int|i =: |Pv

ext| + |Pv
¬ext|i. (1)

Problematic (CPU and memory) resource requirements can be expected, if the
scheme increases the amount of ingoing information drastically in comparison to
common iBGP. We derive the expectable load by predicting |Pv

ext| and |Pv
¬ext|i.

The number of external paths a router maintains is determined by its external
peering. For a fixed BGP session to a peer-AS, it receives one path for every prefix
the peer-AS advertises. Generalizing this observation to all sessions a router v∈V
maintains, cf. figure 3.b), it holds that

|Pv
ext|≤

∑
x∈peerAS(v)

|prefix(x, V )| × |session(x, v)|, (2)

where V denotes the set of all routers in the AS, peerAS(X ) the neighbor ASs of
a router or a set of routers X , prefix(x, V ) the prefixes routers in AS x advertise
into the own AS, and session(x,X ) the set of sessions kept between x and X .

Fig. 3. Routers know paths due to local configuration, external, and internal announce-
ments (a). The number of known external paths depends on the eBGP peer sessions (b).

The set of prefixes locally configured in the AS is called internal routing table
IT in what follows. The vast majority of AS-internal prefixes is usually imported
only once into the AS-internal BGP routing. Thus, for simplicity we assume that∑

u∈V |Pu
loc| ≈ |IT |. Based on this assumption, we can now estimate |Pv

¬ext|i.

3.2 Scheme-Specific Estimations for Non-external Paths |Pv
¬ext|i

The number of non-external paths a router keeps depends on the iBGP scheme i
used in the system. We now explain how to efficiently predict |Pv

¬ext|i for the path
diversity proposals sketched in section 2.2. We assume that router v is connected
to m redundant Route Reflectors.
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Implementing the advertisement of all paths, a reflector passes on all available
paths v does not already know. These are all paths external or local on any AS-
internal router u ∈ V \{v}. Thus, including the own local paths, v knows around

|Pv
¬ext|1≤m×

(
|IT | +

(∑
u∈V \{v}

∑
x∈peerAS(u)

|prefix(x, V )| × |session(x, u)|
))

(3)

non-external paths. Note that multiplying |IT | by m > 1 is not quite accurate, as
routers learn their own local paths Pv

loc only once. However, since routers usually
do not import more than a few hundreds of paths locally, this simplification can
be neglected. We proceed analogously for the following estimations.

The main disadvantage of advertising all paths is that keeping several sessions
to one neighbor AS generally bloats the amount of information reflectors provide.
This problem is addressed if not more than n paths per prefix for every peer-AS
group are advertised (scheme II). For each peer-AS x, Route Reflectors advertise
n paths per prefix, provided that n or more eBGP sessions are kept between x
and the border routers u ∈ V \{v}. Also taking into account local paths, it holds
that v knows around

|Pv
¬ext|2≤m×

(
|IT |+

∑
x∈peerAS(V )

|prefix(x, V )| × min(n, |session(x, V \{v})|)
)

(4)

non-external paths. Recall that peerAS(V ) labels all neighbor ASs of the system.
Providing a router per prefix with its optimal path and n best paths for each

of its local peer-ASs, the number of received paths becomes topology-dependent.
Unknown optimal paths of v must all be provided internally. In the worst case,
this covers one path for each globally routable and AS-internal prefix. The former
prefixes are well-known and covered by the global routing table GT [18]. Latter
ones are covered by IT . The unknown AS-group best paths for a router’s peer-
ASs have to be provided internally, too. For every peer-AS x ∈ peerAS(v), in the
worst case, up to n paths per prefix AS x advertises to v must be provided. Thus,
applying this scheme, router v may learn up to

|Pv
¬ext|3≤m×

(
|GT |+|IT |+

∑
x∈peerAS(v)

|prefix(x, V )|×min(n, |session(x, V\{v})|)
)

(5)

non-external paths via its reflectors and local configuration. Usually, n = 1 is the
most reasonable configuration, cf. [16]. We assume this in what follows.

Generalizing the classical iBGP scheme, reflectors can simply advertise their
n best paths per prefix. Applying this scheme, a reflector advertises the |IT | AS-
internal paths and up to n paths for every globally routable address-prefix. This
results in up to

|Pv
¬ext|4≤m ×

(
n × |GT | + |IT |

)
(6)

non-external paths v receives. If n = 1, we estimate the non-external information
load the common iBGP information exchange scheme induces.
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3.3 Required Performance Data

The methodology developed in the sections 3.1 and3.2 reveals how system-specific
estimations for the information load can be determined. To apply the estima-
tions to a production system, information on the required basic AS-performance
data must be available. Understanding how to gather this information properly
finally completes the theoretical framework.

As already mentioned, the number of prefixes the global routing table covers,
parameter |GT |, is well known [18]. The number of system-internal prefixes |IT |
should be known by the AS operator. This also holds for the number of reflectors
in the system, parameter m, and the desired path diversity factor n many propos-
als support. Information on the peer-ASs x ∈ peerAS(u) and the number of kept
sessions session(x, u) for all routers u ∈ V can be derived from the routers’ BGP
configurations. Based on this information, also peerAS(X ) and session(x,X ) for
all sets of routers X ⊆ V and peer-ASs x can be determined. The router configu-
rations are usually available for internal use.

The most complex task is to determine the number of prefixes |prefix(x, V )|
each peer-AS x advertises paths for into the system. Gathering exact data for a
peer-AS x requires analyzing the routing tables of all internal routers that peer
with x. Consequently, to gather exact data for all peer-ASs, the routing tables of
all internal eBGP speakers would have to be analyzed. This is hardly realizable
in large ASs. However, ASs typically advertise paths for nearly the same prefixes
to routers located in the same peer-AS. Consequently, a good approximation for
prefix(x, V ) is usually already given by prefix(x, ε) for any ε⊆V |x∈peerAS(ε).
In practice, analyzing the routing tables of a small number of those routers that
peer with the most ASs allows determining approximations for a large proportion
of the peer-ASs. For the neighbor ASs not covered by this method, the number of
advertised prefixes must be estimated. A simple estimation can be determined on
the basis of the business relationship that is kept with the system: Provider ASs
advertise paths for nearly all prefixes in the global routing table. For other ASs,
the approximations derived for peer-ASs keeping the same business relationship
can be averaged. A systematic underestimation is avoided at this point, if ε is
chosen such that the large peer-ASs of each class are covered. They are typically
known by the operator. This avoids that scalability problems remain undetected.

4 Performance Evaluation for a Reference System

The basic framework derived in section 3 allows operators to perform AS-specific
scalability analyses for their systems. However, basis for such analyses should be
a general understanding of the impact of the different schemes on the information
load. For that purpose, we apply the framework to a reference system. Based on
the achieved results, we identify the generalizable implications in section 5.

4.1 The Reference System AS3320

The reference system we study in this paper is the AS with the registered number
3320, considered at a snapshot in time of August 2009. The system is the Internet



Scalability of iBGP Path Diversity Concepts 439

Backbone of Deutsche Telekom AG, labeled as AS3320 in what follows. The AS
is a comparatively large transit system. At the time the data have been taken,
it maintained one customer relationship to a provider AS. All in all, the system
peered with 588 neighbor ASs via 1198 sessions, kept by 238 AS-internal eBGP
speakers. The relationships to these systems are well-known, too. Besides eBGP
speakers, the system also covered 642 exclusive iBGP speakers. At the point in
time of data acquisition, the system used around 63,000 internal prefixes. The
global table covered around 300,000 prefixes. Most routers learned internal BGP
routing information from two redundant Route Reflectors, meaning that m = 2.

4.2 Prefix Advertisement by Neighbor-ASs

To gather information on the number of prefixes peer-ASs advertise, we analyzed
the routing tables of the ten routers keeping the most eBGP sessions. The basic
results are shown in figure 4: The tables allowed us to approximate |prefix(x, V )|
for the only provider and over 70% of the peer ASs. The blue bar chart shows that
the provider and, according to the number of advertised prefixes, large peer ASs
are connected comparatively often. In addition to provider and peer ASs, we also
covered around 20% of the customer ASs. They provide fewer paths and are less
often connected. All in all, analyzing the BGP routing tables of ten of 238 eBGP
speakers (around 4%) allowed us to cover over 28% of the peer-ASs.

Fig. 4. Approximated number of prefixes neighbor-ASs of AS3320 advertise paths for

The provider AS advertises paths for around 281,000prefixes and is connected
via ten eBGP sessions. These are around 15 times more prefixes than a peer AS
of AS3320 advertises on average (around 18,500). With around six eBGP sessions
on average, peer ASs are also significantly less frequently connected than the pro-
vider AS. A customer AS in turn only provides paths for around 200 prefixes on
average, which is only about 1.1% of an average peer AS. Customer ASs are also
clearly less often connected via eBGP sessions: On average, the covered customer
ASs keep around two sessions with AS3320. There also exist small customer and
peer ASs which advertise paths only for a single prefix.
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Fig. 5. Information load predictions for eBGP speakers receiving paths for more than
5% of the internal and global prefixes |IT | + |GT |

4.3 AS-specific Information Load Predictions

The expectable information load on common routers in AS3320 using the schemes
outlined in section 2.2 is shown in figure 5. To keep the figure simple, we list only
routers receiving more than 0.05×(|GT |+|IT |) paths externally. The predictions
for unlisted routers are similar to those devices that receive little external infor-
mation. The routers are ordered by the number of paths they receive externally.
All values are normalized to multiplies of the routable prefixes |GT |+|IT |.

Applying classical iBGP, routers have to manage two to four times more paths
than prefixes are routed (black curve). The exact value depends on the externally
learned information. Internally, around 2× (|GT |+ |IT |) paths are received, cf.
equation 6 with m=2, n=1. A significantly higher load (up to the factor of two)
arises on routers that learn many paths externally. Such routers keep a session to
the provider AS or (several) large peer ASs, cf. the bars on the secondary y-axis.

Exchanging information on all available paths via iBGP, routers must manage
16 to 32 times more paths than today. As it can be expected, the information load
would nearly be the same for all routers. Speakers which learn little information
from external peers have to maintain approximately 64.1 times more paths than
routable prefixes are exchanged. Routers that learn a lot of external information
keep around 4% less information, since external paths are only learned once (and
not twice via the reflectors). In practice, this load level would for sure increase
the required resources significantly. Scalability problems seem likely.

Limiting the number of paths routers learn via an internal session to two per
prefix and peer-AS group decreases the load significantly. In case of AS3320, the
load could be reduced by a factor of 3.7 to 4.3 in comparison to the advertisement
of all paths. The reason for this reduction becomes clear if we have a closer look
at the number of sessions large peer-ASs keep, cf. figure 4: ASs advertising paths
for many prefixes (i.e. the provider and the peer-ASs listed on the left hand) are
mostly connected via clearly more than two eBGP sessions. This results in a
lot of paths reflectors provide if the number of advertised paths per prefix and
peer-AS group is not limited. Nevertheless, a load increase by a factor of four to
eight compared to classical iBGP still defines a massive growth in practice.
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Reflecting the two best paths, the information load in comparison to classical
iBGP is only increased by a constant factor of m×|GT |, cf. equation 6. As peer-
ASs advertise many paths for the same prefixes, this scheme results in a further
significant information reduction. Compared to the advertisement of two paths
per peer-AS group and prefix, we observed a further reduction by a factor of two
to four. Providing the optimal path and the best path for the local peer-ASs,
the load is further reduced on the most speakers. For routers that receive only
few external data, the expectable load is comparable to classical BGP. This is
due to the fact that if router v keeps only sessions with few, mostly small ASs,
equation 5 can be estimated by m× (|GT |+ |IT |), which is equal to |Pv

¬ext|4 for
n = 1. For routers that keep eBGP sessions with the provider or (several) large
peer-ASs, a load growth has to be expected. Here, besides the optimal path for
every prefix, a wide range of AS-group best paths must be provided internally in
the worst case. In case of AS3320, this increases the information load by a factor
of up to two on some routers, cf. the routers on the right side of figure 5. Discus-
sions with network engineers of Deutsche Telekom AG showed that for the latter
two schemes, the expectable information load should be manageable in practice:
Some additionally meshed routers in the reference AS manage the same amount
of information today and scalability problems do not appear.

5 Generalization

Even if the absolute results obtained in section 4 are highly system-specific, they
allow drawing general conclusions on the scalability of the studied path diversity
schemes. We summarize the main aspects in what follows.

5.1 General Results

Large transit ASs in the default-free zone usually keep several sessions with large
peer or provider ASs. In system-global terms, this from a forwarding perspective
highly desirable property leads to a high number of paths available at the border
of the AS. If all these paths are spread across a system, significant load increases
in comparison to common iBGP must be expected in general. If the system peers
with large-ASs clearly more often than n, exchanging only n paths per prefix and
peer-AS group significantly lowers the expectable load. However, as long as paths
for a comparatively high number of equal prefixes is received from different peer-
ASs, a significant load growth in comparison to common iBGP must be expected.
This effect is avoided if not more than a constant number of paths is advertised
per prefix. The property that advertising n best paths per prefix leads to a con-
stant load growth of (n−1)×(|IT |+|GT |) can be generalized. It is independent of
AS- or other router-specificparameters, cf. equation 6. This makes the expectable
load easily, reliably, and precisely predictable. The drawback of this performance
behavior is that many routers may need hardware upgrades in the worst case.

Advertising the optimal path and best paths for the local peer-AS groups, the
expectable load is heavily dependent on the router’s peering. As long as routers
peer only with few small ASs (as often the vast majority of routers in an AS do),
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the load is comparable to common iBGP. Routers that peer with the provider,
large peer, or several mid-size peer ASs are provided with significantly more data.
Even if the load increase on such routers may exceed the load induced by adver-
tising n best paths, the limitation to few routers may be a significant advantage:
Hardware updates on few devices are much easier to realize in practice. Finally,
it shall be noted that equation 5 is a worst case estimation: Externally learned
optimal and group best paths are not provided by the reflectors. For AS-border
routers that peer with large ASs, this may relatively often be the case.

5.2 ASs without Route Reflection

A basic assumption for our load predictions is that the analyzed AS realizes the
iBGP information exchange by means of Route Reflection. To finish our analyses,
we sketch what should be observed if this precondition is relaxed.

Applying full-meshed iBGP (either natively or as part of AS Confederations),
routers receive paths from more than m iBGP peers. Exchanging information on
all paths, this has no direct influence on the information load, since routers learn
the same paths. If internal peer routers limit the number of paths they announce,
having more internal peers reduces the effectiveness of the information reduction.
For example, if advertising n best paths is implemented, every internal peer may
advertise n best paths for every prefix. Having more than m internal iBGP peers
that peer with large neighbor ASs, a router may receive significantly more paths
than specified by equation 6. Implementing the advertisement of the n best paths
per peer-AS group in a full-meshed AS, a significant load reduction compared to
exchanging all paths cannot be expected: Generally, eBGP speakers do not keep
a high number of sessions to the same peer-AS. Similar reflections can be made
for the other proposed path diversity schemes.

6 Conclusion and Future Work

In this paper, we provided the first in-depth analyses of scalability aspects impor-
tant iBGP path diversity involves. For four schemes proposed by protocol design-
ers and researchers, we developed the theoretical basis for load predictions. The
results allow operators to estimate the expectable load on the basis of few basic
parameters. Reference studies for a large carrierAS and their generalization led to
an understanding for the pros and cons of the different schemes with respect to
scalability. We found that a significant load growth has to be expected if routers
spread all or the n best known paths per AS-group and prefix. Limiting the num-
ber of advertised paths on a per prefix basis or realizing a receiver-based informa-
tion reduction improves the scalability usually drastically. However, it should be
kept in mind that scalability is not the only relevant aspect: Every scheme comes
along with specific (convergence and correctness) properties. Finally, we want to
remark that we also studied the accuracy of the predictions in detail. Even if we
could not present the data here, we can affirm that the results seem accurate.

Our analyses gave a first valuable insight into the scalability issues improving
iBGP path diversity comes along with. However, due to the space limitation, sev-
eral important and deeply interesting aspects could not be covered by our studies.
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Analyzing and discussing these aspects are important aspects for future research.
Examples are the composition of the load or details on the effect on the resulting
CPU and memory requirements. Another area we could not discuss is iBGP
schemes where the information reduction depends on topology independent path
attributes as the Local Preferences or the AS-path length. Examples are AS-wide
and Best Local Pref. [15], specified by Uttaro et al. . Understanding why certain
path diversity schemes may cause scalability problems, concepts could be revised
and improved. Complementary work covering these aspects is reasonable, too.
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Abstract. The IETF is developing a new transport layer solution, Mul-
tiPath TCP (MPTCP), which allows to efficiently exploit several Internet
paths between a pair of hosts, while presenting a single TCP connection
to the application layer. From an implementation viewpoint, multiplex-
ing flows at the transport layer raises several challenges. We first explain
how this major TCP extension affects the Linux TCP/IP stack when
considering the establishment of TCP connections and the transmission
and reception of data over multiple paths. Then, based on our imple-
mentation of MultiPath TCP in the Linux kernel, we explain how such
an implementation can be optimized to achieve high performance and
report measurements showing the performance of receive buffer tuning
and coupled congestion control.

Keywords: TCP, multipath, implementation, measurements.

1 Introduction

The Internet is changing. When TCP/IP was designed, hosts had a single in-
terface and only routers were equipped with several physical interfaces. Today,
most hosts have more than one interface and the proliferation of smart-phones
equipped with both 3G and WiFi will bring a growing number of multihomed
hosts on the Internet. End-users often expect that using multihomed hosts will
increase both redundancy and performance. Unfortunately, in practice this is
not always the case as more than 95% of the total Internet traffic is still driven
by TCP and TCP binds each connection to a single interface. This implies that
TCP by itself is not capable of efficiently and transparently using the interfaces
available on a multihomed host.

The multihoming problem has received a lot of attention in the research com-
munity and within the IETF during the last years. Network layer solutions such
as shim6 [15] or the Host Identity Protocol (HIP) [14] have been proposed and
implemented. However, they remain experimental and it is unlikely that they will
be widely deployed. Transport layer solutions have also been developed, first as
extensions to TCP [13,7,18,23]. However, to our knowledge these extensions have
never been implemented nor deployed. The Stream Control Transmission Proto-
col (SCTP) [19] protocol was designed with multihoming in mind and supports
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fail-over. Several SCTP extensions [8,12] enable hosts to use multiple paths at
the same time. Although implemented in several operating systems [8], SCTP is
still not widely used besides specific applications. The main drawbacks of SCTP
on the global Internet are first that application developers need to change their
application to use SCTP. Second, various types of middle-boxes such as NATs
or firewalls do not understand SCTP and block all SCTP packets.

During the last two years, the MPTCP working group of the IETF has been
developing multipath extensions to TCP [6] that enable hosts to use several
paths possibly through multiple interfaces, to carry the packets that belong to
a single connection. This is probably the most ambitious extension to TCP to
be standardized within the IETF. As for all Internet protocols, its success will
not only depend on the protocol specification but also on the availability of a
reference implementation that can be used by real applications.

In this paper we explain the challenges in implementing MPTCP in the Linux
kernel and evaluate its performance based on lab measurements. This is the first
implementation of this major TCP extension in an operating system kernel.

The paper is organized as follows. In section 2, we briefly describe MPTCP
and compare it to regular TCP. Then we describe the architecture of the im-
plementation. In section 4, we describe a set of general problems that must be
solved by any protocol wanting to simultaneously use several paths, together
with the chosen solutions. Next, we measure the performance of the implemen-
tation in different scenarios to show how the implementation-choices taken do
influence the results.

2 MultiPath TCP

MultiPath TCP [6] is different from existing TCP extensions like the large win-
dows, timestamps or selective acknowledgement extensions. These older exten-
sions defined new options that slightly change the reaction of hosts when they
receive segments. MultiPath TCP allows a pair of hosts to use several paths to
exchange the segments that carry the data from a single connection.

To understand the operation of MultiPath TCP, let us consider a very simple
case where a client having two addresses, A.1 and A.2 establishes a connection
with a single homed server. The client first sends a SYN segment from address
A.1 that contains the MP_CAPABLE option [6]. This option indicates that the
client supports MultiPath TCP and contains a token that identifies the Multi-
Path TCP connection. The server replies with a SYN+ACK segment containing the
same option and its own token. The client concludes the three-way handshake.
Once the TCP connection has been established, the client can advertise its other
addresses by sending TCP segments with the ADD_ADDR option. It can also open
a second TCP connection, called a subflow, that will be linked to the first one
by sending a SYN segment with the MP_JOIN option that contains the token sent
by the server in the initial subflow. The server replies by sending a SYN+ACK
segment with the MP_JOIN option containing the token chosen by the client in
the initial subflow and the client terminates the three-way handshake. These two
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subflows are linked together inside a single MultiPath TCP connection and both
can be used to send data. Subflows may fail and be added during the lifetime
of a MultiPath TCP connection. Additional details about the establishment of
MultiPath TCP connections and subflows may be found in [6].

The data produced by the client and the server can be sent over any of the
subflows that compose a MultiPath TCP connection, and if a subflow fails, data
may need to be retransmitted over another subflow. For this, MultiPath TCP
relies on two principles. First, each subflow is equivalent to a normal TCP con-
nection with its own 32-bits sequence numbering space. This is important to
allow MultiPath TCP to traverse complex middle-boxes like transparent proxies
or traffic normalizers. Second, MultiPath TCP maintains a 64-bits data sequence
numbering space. Two TCP options use these data sequence numbers : DSN_MAP
and DSN_ACK. When a host sends a TCP segment over one subflow, it indicates
inside the segment, by using the DSN_MAP option, the mapping between the 64-
bits data sequence number and the 32-bits sequence number used by the subflow.
Thanks to this mapping, the receiving host can reorder the data received, pos-
sibly out-of-sequence over the different subflows. In MultiPath TCP, a received
segment is acknowledged at two different levels. First, the TCP cumulative or
selective acknowledgements are used to acknowledge the reception of the seg-
ments on each subflow. Second, the DSN_ACK option is returned by the receiving
host to provide cumulative acknowledgements at the data sequence level. When
a segment is lost, the receiver detects the gap in the received 32-bits sequence
number and traditional TCP retransmission mechanisms are triggered to recover
from the loss. When a subflow fails, MultiPath TCP detects the failure and re-
transmits the unacknowledged data over another subflow that is still active.

Another important difference between MultiPath TCP and regular TCP is
the congestion control scheme. MultiPath TCP cannot use the standard TCP
control scheme without being unfair to normal TCP flows. Consider two hosts
sharing a single bottleneck link. If both hosts use regular TCP and open one
TCP connection, they should achieve almost the same throughput. If one host
opens several subflows for a single MultiPath TCP connection that all pass
through the bottleneck link, it should not be able to use more than its fair share
of the link. This is achieved by the coupled congestion control scheme that is
discussed in details in [17,22]. The standard TCP congestion control [1] increases
and decreases the congestion window and slow-start threshold upon reception of
acknowledgments and detection of losses. The coupled congestion control scheme
also relies on a congestion window, but it is updated according to the following
principle:

– For each non-duplicate ack on subflow i, increase the congestion window
of the subflow i by min(α/cwndtot, 1/cwndi) (where cwndtot is the total

congestion window of all the subflows and α = cwndtot

maxi(
cwndi∗mss2

i
RTT2

i

)

(
∑

i
cwndi∗mssi

RTTi
)2

).

– Upon detection of a loss on subflow i, decrease the subflow congestion window
by cwndi/2.
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3 Linux MultiPath TCP Architecture

Our Multipath architecture for the Linux kernel is based on an important re-
thinking of the building blocks that make the current Linux TCP stack (the
current Linux patch has more than 12000 lines1). Of major importance is the
separation between user context and interrupt context. A piece of kernel code
runs in user context if it is performing a task for a particular application, and can
be interrupted by the OS scheduler. All system calls (like send, rcv) are run
in user context. Being under control of the scheduler, user context activities are
fair to other applications. On the other hand, software interrupts are run with
higher priority than any process, and follow an event (e.g. timer expiry, packet
reception). They can be interrupted only by hardware interrupts, and must thus
be as short as possible. Unfortunately the handling of incoming packets happens
in a software interrupt, and the TCP reordering is normally done there as well,
because it is needed to acknowledge as fast as possible. To allow spending less
time in software interrupts, and hence gaining in overall system responsiveness,
Van Jacobson proposed to force reordering in the user context when the ap-
plication is waiting in a receive system call [10]. Instead of reordering itself,
the interrupt then puts the segments in a so-called prequeue, and wakes up the
process, that performs reordering and sends acknowledgements. More details on
the Linux networking architecture can be found in [20].

As shown in figure 1, our proposed architecture for multipath is made of three
elements. The first element is the master subsocket. If MPTCP is not sup-
ported by the peer, only that element is used and regular TCP is executed.
The master subsocket is a standard socket structure that provides the interface
between the application and the kernel for TCP communication. The second
building block is the Multi-path control bock (mpcb). This building block
supervises the multiple flows used in a given connection, it runs the decision
algorithm for starting or stopping subflows (based on local and remote informa-
tion), the scheduling algorithm for feeding new application data to a particular
subflow, and the reordering algorithm that allows providing an in-order stream
of incoming bytes to the application. Note that reordering at the subflow-level is
performed in the subflows themselves, this service being implemented already as
part of the underlying TCP. The third building block is the slave subsocket.
Slave subsockets are not visible to the application. They are initiated, managed
and closed by the multipath control block. They otherwise share functionality
with the master subsocket. The master subsocket and the slave subsockets to-
gether form a pool of subflows that the mpcb can use for scheduling outgoing
data, and reordering incoming data. Should the master subsocket fail, it keeps its
role of contact point between the application and the kernel, but simply it stops
being used as an eligible subflow by the MPTCP scheduler, until it recovers.

Connection establishment: The initiator of a TCP connection uses the ini-
tial subflow to learn from the peer its set of addresses, as defined in [6]. It then
combines those addresses to try establishing subflows on every known path to
1 Available at http://inl.info.ucl.ac.be/mptcp/

http://inl.info.ucl.ac.be/mptcp/
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sp: x dp : y

DATA DATA DATA DATA

Fig. 1. Overview of the multipath architecture

the peer. The case of the receiver is more tricky: We want to be able to create
new subsockets without relying on the usual listen. The reason is that the key
to retrieve a listener is no longer the usual TCP 5-tuple, but instead a token
attached in a TCP option. We solve this by attaching an accept queue to the
multipath control block. The mpcb is found thanks to a token-based hash table
lookup, and a new half-open socket is appended in the accept queue. Only when
the new subsocket becomes established is it added to the list of active subsockets.

Scheduling and sending data: If more than one subflow is in established
state, MPTCP must decide on which subflow to send data. The current policy
implemented in the scheduler tries to fill all subflows, as described later in this
paper. However, the scheduler is modular and other policies like preferring one
interface over the other could be implemented in the future.

The scheduler must deal with the granularity of the allocations, that is, the
number of contiguous bytes that are sent over the same subflow before deciding
to select another subflow. This granularity influences the performance of a Mul-
tiPath TCP implementation with high bandwidth flows. The optimal use of all
subflows would be an argument in favor of small allocation units. On the other
hand, to spare CPU cycles and memory accesses, one would tend to allocate in
large units (because that would result in fewer calls to the scheduler, and would
facilitate segmentation offload). In this paper, we favor an optimal allocation of
segments, deferring a full study of the performance trade-offs for another paper.

We have examined two major design options for the scheduler. In the first
design, whenever an application performs a sendmsg() system call or equivalent,
the scheduler is invoked and data is immediately pushed to a specific subflow.
This implies per-subflow send buffers, and has the advantage of preformatting
segments (with correct MSS and sequence numbers) so that they can be sent very
quickly each time an acknowledgement opens up more space in the congestion
window. However, there may be several hundreds of milliseconds between the
time when a segment is enqueued on a subflow, and its actual transmission on
the wire. The path properties may change during that time and what was a
good choice when running the scheduler may reveal a very wrong choice when
the data is put on the wire. Even worse is the case of a failing subflow, because a
full buffer of segments needs to be moved to another subflow when this happens.
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These major drawbacks lead us to a second design, that solves those problems.
In the current implementation, the data pushed by the applications is not sched-
uled anymore, but instead stored in a connection-level send buffer. Subflows pull
data from the shared send buffer whenever they receive an acknowledgement.
This design is similar to the one proposed for pTCP in [7], but pTCP has only
been simulated and not implemented. This effectively solves the problem of fluc-
tuating path properties and allows to run the scheduler when the segment is sent
on the wire.

Another problem that needs to be considered by an implementation is that
different subflows may use different MSS. In this case, a byte-based connection-
level send buffer would probably be needed. However, this would be inefficient
in the Linux kernel that is optimized to handle queues of packets. To solve this
problem, our implementation uses the minimum MSS over all subflows to send
segments. This is slightly less efficient from an overhead viewpoint if one interface
uses a much smaller MSS than the other, but in practice this is rarely the case.

To evaluate the impact of using the same MSS over all subflows, we performed
a simple test by contacting the 10000 most popular web servers according to the
Alexa top-10000 list. We sent a SYN segment advertising an MSS value of 1460,
4096 or 9148 bytes to each of these servers and analyzed the returned MSS. 97%
of these servers returned an MSS of 1380 bytes without any influence of the
MSS option that we included in our SYN segment. Most of the other web servers
returned an MSS that was very close to 1380 bytes. Thus, using the same MSS
for all subflows appears reasonable on today’s Internet.

Receiving data: Data reception is performed in two steps. The first step is to
receive data at the subflow level, and reorder it according to the 32-bits subflow
sequence numbers. The second step is to reorder the data at the connection level
by using the data sequence numbers, and finally deliver it to the application.
As in regular TCP, each subflow maintains a COPIED_SEQ and a RCV.NXT [16]
pointer, resp. to track the next byte to give to the upper layer (now the upper
layer becomes the mpcb) and the next expected subflow sequence number. Like-
wise, the multipath control block maintains a connection level COPIED_SEQ and
a RCV.NXT pointer, resp. to track the next byte to deliver to the application and
the next expected data sequence number that is used when returning a DATA_ACK
option.

To store incoming data until the application asks for it, we use a single
connection-level receive queue. All subflow-receive queues are always empty, be-
cause as soon as a segment becomes in order at the subflow-level, it is enqueued in
the connection-level receive queue, or out-of-order queue. The problem of charg-
ing the application for this additional processing time (to ensure fairness with
other running processes) can be solved by using Van Jacobson’s prequeues [10],
just like regular TCP does. Enabled by default in current kernels, that option
is even more important for MPTCP, because MPTCP involves more processing,
especially with regards to reordering, as we will show in section 5.
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4 Reaching Full Path Utilization

One obvious goal of MPTCP is to be able to consider all available paths as
a shared resource, just behaving as the sum of the individual resources [21].
However, from an implementation viewpoint, reaching that goal requires to deal
with several new constraints. We first study the implications of MPTCP on the
receive buffers and then the coupled congestion control scheme.

4.1 Receive Buffer Constraints

To optimize the size of the receive buffer, Fisk et al. have proposed [4] to dy-
namically tune the TCP receive buffer to ensure that twice the Bandwidth-Delay
Product (BDP) of the path can be stored in the buffers of the receiver. That
value allows supporting reordering by the network (this requires one BDP), as
well as fast retransmissions (one other BDP). This buffer tuning [4] is integrated
in the Linux kernel.

In the context of a multipath transfer, additional constraints appear. The
problem, described in details in [9] for SCTP multipath transfer, is that a fast
path can be blocked due to the receive buffer becoming full. In single-path TCP
the receive buffer can become full only if the application stops consuming data.
In MultiPath TCP, it can become full as well if some data coming over a path
with a high delay is needed for connection-level reordering, before to be able to
deliver the bytes to the application. In the worst case, each path i is continuously
transmitting at a BWi rate, while the slowest path (that is, the path with highest
RTT) is fast retransmitting. To accommodate for such a situation, the receive
buffer must be dimensioned as [7,5]: rbuf = 2 ∗

∑
i∈subflows BWi ∗ RTTmax

Our implementation uses the technique proposed in [4] to estimate the RTT
at the receiver by using the TCP timestamps, and computes the contribution
of each path to the overall receive buffer. Whenever any of the contributions
changes, the global receive buffer limit is updated in the mpcb. In practice, this
dynamic tuning may reach the maximum allowed receive buffer configured on
the system. This should be used as a hint to indicate that a subflow is under-
performing and disable the slowest path.

4.2 Implementing the Coupled Congestion Control

When implementing in the Linux kernel the coupled congestion control described
in section 2, several issues need to be solved. The main problem is that the Linux
kernel does not support floating point numbers. This implies that increasing the
congestion window by 1/cwndi is not possible, because 1/cwndi is not an integer.
Our implementation counts the number of acknowledged packets and maintains
this information inside a subflow-variable (cwnd_cnti), as it is already done for
other congestion control algorithms in the Linux kernel like New-Reno. Then, the
congestion window is increased by one as soon as cwnd_cnti > totcwnd/α [17].

The coupled congestion control involves the calculation of the α-factor de-
scribed in section 2. Our implementation computes α as shown in equation 1.
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As our implementation uses the same mss for all the subflows, the formula does
not need the mss anymore. rttmax and cwndmax are precalculated from the nu-
merator, but rttmax has been put into the denominator to reduce the number of
divisions in the formula. As the Linux kernel only handles fixed-point calcula-
tions, we need to scale the divisions, to reduce the error due to integer-underflow
(scalenum and scaleden). Later, the resulting scaling factor of scalenum/scale2

den

has to be taken into account.

α = cwndtot
cwndmax ∗ scalenum

(
∑

i
rttmax∗cwndi∗scaleden

rtti
)2

(1)

5 Evaluation

To evaluate the performance of our implementation, we performed lab measure-
ments in the HEN testbed at University College London (http://hen.cs.ucl.
ac.uk/). We used two different scenarios. The first scenario is used to evaluate
the coupled congestion control scheme while the second analyses the factors that
influence the performance of MultiPath TCP.

5.1 Measuring the Coupled Congestion Control

The first scenario is the congestion testbed shown in figure 2. In this scenario, we
used four Linux workstations. The two workstations on the left use Intel R© Xeon
CPUs (2.66GHz, 8GB RAM) and Intel R© 82571EB Gigabit Ethernet Controllers.
They are both connected with one 1 Gbps link to a similar workstation that is
configured as a router. The router is connected with a 100 Mbps link to a server.
The upper workstation in figure 2 uses a standard TCP implementation while
the bottom host uses our MultiPath TCP implementation.

Fig. 2. Congestion testbed Fig. 3. Performance testbed

Detailed simulations analyzed by Wischik et. al in [22] show that the cou-
pled congestion control fulfills its goals. In this section we illustrate that our
Linux kernel implementation of the coupled congestion control achieves the de-
sired effects, even if it is facing additional complexity due to fixed-point calcula-
tions compared to the user-space implementation used in [22]. In the congestion
testbed shown in figure 2, the coupled congestion control should be fair to TCP.
This means that an MPTCP connection should allow other TCP sessions to take

http://hen.cs.ucl.ac.uk/
http://hen.cs.ucl.ac.uk/
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over the bandwidth on a shared bottleneck. Furthermore, an MPTCP connection
that uses several subflows should not slow down regular TCP connections. To
measure the fairness of MPTCP, we use the bandwidth measurement software
iperf2 to establish sessions between the hosts on the left and the server on the
right part of the figure. We vary the number of regular TCP connections from
the upper host and the number of MPTCP subflows used by the bottom host.
We ran the iperf sessions for a duration of 10 minutes, to allow the TCP-fairness
over the bottleneck link to converge [11]. Each measurement runs five times and
we report the average throughput.

Fig. 4. MultiPath TCP with coupled con-
gestion control behaves like a single TCP
connection over a shared bottleneck with
respect to regular TCP

Fig. 5. With coupled congestion control
on the subflows, MultiPath TCP is not
unfair to TCP when increasing the num-
ber of subflows

Thanks to the flexibility of the Linux congestion control implementation, we
perform tests by using the standard Reno congestion control scheme with regular
TCP and either Reno or the coupled congestion control scheme with MPTCP.

The measurements show that MPTCP with the coupled congestion control is
fair to regular TCP. When an MPTCP connection with two subflows is sharing a
bottleneck link with a TCP connection, the coupled congestion control behaves
as if the MPTCP session was just one single TCP connection. However, when
Reno congestion control is used on the subflows, MPTCP gets more bandwidth
because in that case two TCP subflows are really competing against one regular
TCP flow (Fig. 4).

The second scenario that we evaluate with the coupled congestion control is
the impact of the number of MPTCP subflows on the throughput achieved by a
single TCP connection over the shared bottleneck. We perform measurements by
using one regular TCP connection running the Reno congestion control scheme
and one MPTCP connection using one, two or three subflows. The MPTCP
connection uses either the Reno congestion control scheme or the coupled con-
gestion control scheme. Figure 5 shows first that when there is a single MPTCP
2 http://sourceforge.net/projects/iperf/

http://sourceforge.net/projects/iperf/
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subflow, both Reno and the coupled congestion control scheme are fair as there
is no difference between the regular TCP and the MPTCP connection. When
there are two subflows in the MPTCP connection, figure 5 shows that Reno fa-
vors the MPTCP connection over the regular single-flow TCP connection. The
unfairness of the Reno congestion control scheme is even more important when
the MPTCP connection is composed of three subflows. In contrast, the measure-
ments indicate that the coupled congestion control provides the same fairness
when the MPTCP connection is composed of one, two or three subflows.

5.2 MPTCP Performance

Our second scenario, depicted in figure 3, allows us to evaluate the factors that
influence the performance of our MultiPath TCP implementation. It is com-
posed of three workstations. Two of them act as source and destination while
the third one serves as a router. The source and destination are equipped with
AMD OpteronTM Processor 248 single-core 2.2 GHz CPUs, 2GB RAM and two
Intel R© 82546GB Gigabit Ethernet controllers. The links and the router are con-
figured to ensure that the router does not cross-route traffic, i.e. the packets
that arrive from the solid-shaped link in figure 3 are always forwarded over the
solid-shaped link to reach the destination. This implies that the network has two
completely disjoint paths between the source and the destination. We configure
the bandwidth on Link A and Link B by changing their Ethernet configuration.
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Fig. 6. Impact of the maximum receive
buffer size

Fig. 7. Impact of the packet loss ratio

As explained in section 4.1, one performance issue that affects MultiPath
TCP is that MultiPath TCP may require large receive buffers when subflows
have different delays. To evaluate this impact, we configured Link A and Link
B with a bandwidth of 100 Mbps. Figure 6 Shows the impact of the maximum
receive buffer on the performance achieved by MPTCP with different delays.
For these measurements, we use two MPTCP subflows, one is routed over Link
A while the second is routed over Link B. The router is configured to insert
an additional delay of 0, 10, 100 and 500 milliseconds on Link B. No delay is
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inserted on Link A. This allows us to consider an asymmetric scenario where
the two subflows are routed over very different paths. Such asymmetric delays
force the MPTCP receiver to store many packets in its receive buffer to be able
to deliver all the received data in sequence. As a reference, we show in figure 6
the throughput achieved by iperf with a regular TCP connection over Link A.
When the two subflows have the same delay, they are able to saturate the two 100
Mbps links with a receive buffer of 2 MBytes or more. When the delay difference
is of only 10 millisecond, the goodput measured by iperf is not affected. With
a difference of 100 milliseconds in delay between the two subflows, there is a
small performance decrease. The performance is slightly better with 4 MBytes
which is the default maximum receive buffer in the Linux kernel. When the delay
difference reaches 500 milliseconds, an extreme case that would probably involve
satellite links in the current Internet, the goodput achieved by MultiPath TCP
is much more affected. This is mainly because the router drops packets and
these losses cause timeout expirations and force MPTCP to slowly increases its
congestion window due to the large round-trip-time.

A second factor that affects the performance is the loss ratio. To evaluate
whether losses on one subflow can affect the performance of the other subflow
due to head-of-line blocking in the receive buffer, we configured the router to
drop a percentage of the packets on Link B but no packets on Link A and set
the delays of these links to 0 milliseconds. Fig. 7 shows the impact of the packet
loss ratio on the performance achieved by the MPTCP connection. The figure
shows the two subflows that compose the connection. The subflow shown in
white passes through Link A while the subflow shown in gray passes through
Link B. When there are no losses, the MPTCP connection is able to saturate
the two 100 Mbps links. As expected, the gray subflow that passes through Link
B is affected by the packet losses and its goodput decreases with the packet loss
ratio. However, the goodput of the other subflow remains stable with packet loss
ratios of 1, 2 or 3 %. It is only when the packet loss ratio reaches 4% or 5% that
the goodput of the white subflow decreases slightly.

The last factor that we analyze is the impact of the Maximum Segment Size
(MSS) on the achieved goodput. TCP implementors know that a large MSS
enables higher goodput [2] since it reduces the number of interrupts that needs
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to be processed. To evaluate the impact of the MSS, we do not introduce delays
nor losses on the router and use either one or two Gigabit Ethernet interfaces on
the source and the destination. Figure 8 shows the goodput in function of the
MSS size. With a standard 1400 bytes Ethernet MSS, MPTCP can fill one 1Gbps
link, and partly use a second one. It is able to saturate two Gigabit Ethernet links
with an MSS of 4500 bytes. Note that we do not use TSO (TCP Segmentation
Offload) [3] for these measurements. With TSO the segment size handled by
the system could have grown virtually to 64KB and allowed it to reach the
same goodput with a lower CPU utilization. TSO support will be added later in
our MPTCP implementation. Finally, we have looked at the CPU consumption
in the system. Given that the MPTCP scheduler runs for every transmitted
segment, we were afraid that increasing the number of subflows (hence the cost
of running the scheduler) could significantly impact the performance. This is not
true. We have run MPTCP connections containing 1 to 8 subflows on a shared 1
Gbps bottleneck with various MSS. Increasing the number of concurrent subflows
from 1 to 8 has no significant impact on the overall system charge. We also found
that the server is globally more busy than the sender, which can be explained by
the cost of reordering the received segments. MPTCP currently uses the same
algorithm as TCP to reorder segments, but while TCP typically reorders only
a few segments at a time, MPTCP may need to handle hundreds of them. A
better reordering algorithm could probably improve the receiver performance.
Regarding the repartition of the load between the software interrupts and the
user context, we found that the majority of the processing was done in the
software interrupt context in the receiver: around 50% of the CPU time is spent in
soft interrupt, 8% in the user context with a 1400 bytes MSS and a single Gigabit
Ethernet link. This can be explained by the fact that prequeues are not in use.
The sender spends around 17% in soft interrupt and 25% in user context under
the same conditions. Although more work is performed in user context, which
is good, there is still some amount of work performed in soft interrupt because
the majority of the segments are sent when an incoming acknowledgement opens
more space in the congestion or sending window. This event happens in interrupt
context.

6 Conclusion and Future Work

MultiPath TCP is a major extension to TCP that is being developed within the
IETF. Its success will depend on the availability of a reference implementation.
From an implementation viewpoint, MultiPath TCP raises several important
challenges. We have analyzed several of them based on our experience in im-
plementing the first MultiPath TCP implementation in the Linux kernel. In
particular, we have shown how such an implementation can be structured and
discussed how buffer management must be adapted due to the utilization of
multiple subflows. We have analyzed the performance of our implementation in
the HEN testbed and shown that the coupled congestion control scheme is more
fair than the standard TCP congestion control scheme. We have also evaluated
the impact of the delay on the receive buffers and the throughput and showed
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that losses on one subflow had limited impact on the performance of another
subflow from the same MultiPath TCP connection. Finally, we have shown that
our implementation was able to efficiently utilize Gigabit Ethernet links when
using large packets.

Our implementation in the Linux kernel is a first step towards the adoption
and the deployment of MultiPath TCP. There are however several research and
implementation issues that remain open. Firstly, the MultiPath TCP protocol
is not yet finalized and for example the security issues are still being developed.
Secondly, MultiPath TCP currently uses the standard TCP retransmission mech-
anisms on each subflow while multipath-aware retransmission mechanisms could
probably improve the performance in some cases. Thirdly, our current implemen-
tation uses all available subflows while better performance would probably be
possible by adding and removing subflows based on their measured performance.
Fourthly, the MultiPath TCP implementation should better interact with the
network interfaces to benefit from the TCP segment offload mechanisms that
some of them include. Finally, the performance of MultiPath TCP in the global
Internet and its interactions with real middle-boxes should be evaluated. We
expect that our publicly available implementation will allow other researchers to
also contribute to this work.
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Abstract. Covert channels aim to hide the existence of communication. Recently
proposed packet-timing channels encode covert data in inter-packet times, based
on models of inter-packet times of normal traffic. These channels are detectable
if normal inter-packet times are not independent identically-distributed, which
we demonstrate is the case for several network applications. We show that ~80%
of channels are detected with a false positive rate of 0.5%. We then propose an
improved channel that is much harder to detect. Only ~9% of our new channels
are detected at a false positive rate of 0.5%. Our new channel uses packet content
for synchronisation and works with UDP and TCP traffic. The channel capacity
reaches over hundred bits per second depending on overt traffic and network jitter.

Keywords: Covert Channels, Steganography, Inter-packet Times.

1 Introduction

The very fact that two parties are communicating can be actionable information, even
if an external observer cannot determine the contents of the messages being passed.
Covert channels aim to hide the very existence of communication, enabling parties to
convey information undetected [1]. Individuals and groups may have various reasons
to utilise covert channels (e.g. for communication or bypassing access controls), often
motivated by the existence of adversarial relationships. Examples include government
agencies versus criminal organisations, hackers versus company IT departments, or dis-
senting citizens versus their governments.

The prisoner problem is the de-facto model for covert channel communication [1].
Alice and Bob are thrown into prison and intend to escape. To agree on an escape plan
they need to communicate, but a warden monitors all their messages. If the warden finds
any signs of suspicious messages she will place Alice and Bob into solitary confinement
– making it impossible for them to escape. Alice and Bob must exchange innocuous
messages containing hidden information that hopefully the warden will not notice.

Recently researchers proposed covert channels encoded in inter-packet times, also
referred to as Inter Packets Gaps (IPGs). Gianvecchio et al. [2] and Sellke et al. [3]
proposed channels that are hard to detect because they perfectly mimic the shape of
IPG distributions of real applications. However, they are hard to detect only if IPGs
are independent identically-distributed (iid). Paxson et al. showed that Telnet traffic
exhibits this behaviour [4]. However, we found that IPGs of several applications, such

J. Domingo-Pascual et al. (Eds.): NETWORKING 2011, Part I, LNCS 6640, pp. 458–470, 2011.
© IFIP International Federation for Information Processing 2011
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as UDP-based game and VoIP traffic and TCP traffic, often are not iid because there is
auto-correlation. The channel proposed in [2,3] is easy to detect with such applications.

The channel in [2,3] requires accessible sequence numbers in the overt traffic. Other-
wise any lost packets desynchronise covert sender and receiver. TCP provides sequence
numbers, but not all UDP-based traffic has sequence numbers, or they may not be ac-
cessible if the protocol is encrypted.

We propose an improved channel, based on techniques for information hiding in
images (steganography), which is harder to detect when IPGs are not iid. Our new tech-
nique generates the random numbers needed for encoding from the packets themselves,
which makes the channel robust enough for use with all UDP-based protocols.

First, we motivate our work by demonstrating that several applications have auto-
correlated IPGs. We then present the improved covert channel. We show that for traffic
with auto-correlated IPGs the existing timing channel is easy to detect with ~80% accu-
racy and a false positive rate of 0.5%1. Our new channel is much harder to detect. The
detection accuracy reduces to only ~9% with a false positive rate of 0.5%. A drawback
of our new channel is a reduced robustness against network jitter. However, based on a
proof-of-concept implementation we show that the channel capacity is still high enough
for practical use, even across uncongested Internet paths with more than 10 hops. The
capacity ranges from a few bits per second to over hundred bits per second, depending
on the overt traffic’s packet rate and network jitter.

The paper is organised as follows. Section 2 outlines related work. In Section 3 we
show that several applications often have auto-correlated IPGs. In Section 4 we propose
our new channel. In Section 5 we analyse the detection accuracy for the channel in [2,3]
and our improved channel using machine learning. In Section 6 we analyse the capacity
of our improved channel. Section 7 concludes and outlines future work.

2 Related Work

The possibility of encoding covert channels in the timing of packets (or frames) was
identified early by Padlipsky et al. [5]. However, all the timing channels proposed prior
to Berk’s work [6] were based on encoding in varying packet rates over time as opposed
to encoding in IPG values directly. For space reasons we do not discuss them here and
instead refer the reader to [1].

Berk et al. introduced packet-timing channels where the covert information is en-
coded in the IPGs of consecutive packets [6]. They compared channels with two IPGs
and multiple IPGs, and developed a mechanism by which the sender can pick the
optimal symbol distribution in multi-symbol channels. Sha et al. developed a “bug”
that hooks into the connection between keyboard and computer and ex-filtrates all
keystrokes by modulating the IPGs of network traffic send by the victim [7]. Gian-
vecchio et al. later showed that both of these channels are easy to detect [8].

Gianvecchio et al. [2] developed a stealthier IPG timing channel and evaluated its
performance. They proposed to fit a model to the IPG distribution of real traffic and
then use the model to generate a covert channel with identical distribution. If the IPGs

1 In reality most flows are normal flows, so a detector’s false positive rate must be low or covert
channels are effectively masked (see Section 5).
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of normal traffic are iid this channel cannot be detected. Sellke et al. proposed another
scheme for encoding covert data in IPGs and evaluated its performance based on exper-
iments across the Internet [3]. Similar to [2] they also showed that timing channels can
be made indistinguishable from normal traffic by mimicking normal iid IPGs.

Luo et al. proposed to encode covert data into the length of TCP data bursts, where a
data burst is a number of TCP segments sent before the next TCP ACK arrives [9]. The
channel is robust against packet jitter, loss and reordering, but has very low capacity.
Furthermore, its stealth is low, as flows with covert channel behave very different from
normal flows [9]. Liu et al. introduced a channel that encodes covert data such that the
normal distribution of IPGs is closely approximated and spreading techniques are used
to provide robustness [10]. Their covert channel is hard to detect with simple shape and
regularity tests, however these tests are known to be insufficient [8].

3 Inter-packet Times Analysis

We analyse the IPGs of several applications. Our results illustrate the existence of IPG
auto-correlation for certain types of traffic.

3.1 Datasets and Methodology

We analysed two UDP-based applications, the First Person Shooter (FPS) game Quake
III Arena (Q3) [11] and the VoIP application Skype. The Q3 client-to-server traffic was
taken from trace files collected at our public game server. It contains traffic from 106
clients. The Q3 server-to-client traffic analysis is based on trace files captured at a client
that connected to 224 different game servers. We analysed the IPGs of 44 traffic flows
of Skype one-to-one calls collected by Branch et al. [12].

We also analysed a mix of UDP and TCP traffic from the Twente traces [13]. Since
the trace does not contain payload data we do not know the applications. Based on the
port numbers it seems most of the TCP flows were bulk-transfers: HTTP, FTP, or peer-
to-peer file sharing applications, such as BitTorrent. A large part of the UDP flows were
game traffic, for example Half-Life/Counterstrike and Quake. In total the dataset has
111 UDP and 214 TCP unidirectional traffic flows from different sources.

For each flow we computed the auto-correlation over the first 5 000 IPGs. Auto-
correlation is the cross-correlation of a time series with itself. Let xt be the IPG value at
time t, let μ and σ be the mean and variance over all t, let τ be the time lag and E (.) be
the expectation value. The auto-correlation function (ACF) for one traffic flow is:

R (τ) =
E ((xt − μ) (xt+τ − μ))

σ2
. (1)

For a set of n traffic flows of one dataset we compute the ensemble average over all
ACFs (referred to as average ACF). The average ACF at lag τ is defined as the mean of
the absolute ACF values of each flow at τ:

R̄ (τ) =
1
n

∑

n

|Ri (τ)| . (2)
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Fig. 1. Average auto-correlation for Q3 client-to-server (left), Skype (middle) and TCP (right)
traffic (zoomed y-axis)

We analyse the auto-correlation of IPGs and least significant parts of IPGs. We define
the least significant part as:

dlsp = d mod l = d −
⌊
d
l

⌋
l , (3)

where d is the IPG and l is the size of the least significant part. For example, if the IPG
is 21.75 ms and l = 1 ms then dlsp = 0.75 ms (sub-millisecond part).

3.2 Results

Figure 1 shows the average ACFs of Q3 client-to-server, Skype and TCP traffic for the
full IPGs and decreasing least significant parts (τ ≤ 100). The average ACF of the full
IPGs decays more rapidly than individual ACFs (e.g. the one shown in Figure 2(left)),
as individual ACFs have lows and highs at different places. Still it is significantly larger
than the average ACF for small least significant parts.

For the UDP-based applications IPGs are often at least moderately correlated. How-
ever, smaller least significant parts of IPGs are largely uncorrelated. The size of the
least significant part where correlation diminishes depends on the application. The TCP
flows show less correlation, but many flows still have low to moderate correlation.

IPGs of applications where packet send times are human-driven and effectively
random were shown to be iid (e.g. Telnet [4]). However, for other applications auto-
correlation of IPGs tends to exist because of large-time-scale behaviours, such as the
congestion window growth/collapse for TCP or the application’s encoding for games or
VoIP over UDP. Network jitter reduces existing correlations, but even after many hops
often there is some correlation. Furthermore, if the warden is close to the covert sender,
the IPGs observed are largely unaffected by network jitter.

The small time-scale behaviour (exposed by looking only at the least significant part
of IPGs) is jittered by largely uncorrelated noise, for example queuing delays at each
hop. Our new encoding technique exploits this effect.

4 Covert Channel

We first review the previous encoding scheme on which our improved scheme is based
and then propose our improved technique.
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4.1 Basic Encoding

In Gianvecchio’s and Sellke’s encoding scheme [2, 3] the covert sender (Alice) and
receiver (Bob) share a model of the IPGs, which was previously generated based on an
analysis of real traffic. The model can be a histogram of measured IPGs or a standard
statistical distribution fitted to the observed IPGs.

Alice and Bob also need synchronised random number generators. They have to
agree on a Cryptographically Secure Pseudo Random Number Generator (CSPRNG)
and a seed value. The seed value can be derived from Alice’s and Bob’s shared secret.

Let R = r1, r2, . . . , rn be the sequence of Uniform(0,1) random numbers generated
and s be a symbol out of the set of possible symbols S . For example, a binary channel
has two symbols: S = {s1, s2} = {0, 1}. Then Alice encodes covert bits as follows. Each
discrete symbol is transformed into a continuous symbol:

Fcont (s, r) =

(
s
|S | + r

)
mod 1 = rs . (4)

The IPGs d1, d2, . . . , dn are produced by the encoding function:

Fenc = F−1
model (rs) = d , (5)

where F−1
model is the inverse distribution function of the model. Bob decodes the bits from

the observed IPGs d̃1, d̃2, . . . , d̃n, which is Alice’s series modified by timing noise, such
as timing inaccuracies at the sender, network jitter and measuring inaccuracies at the
receiver. Bob decodes the continuous symbol by applying:

Fdec = Fmodel

(
d̃
)
= r̃s , (6)

where Fmodel is the distribution function of the model. The discrete symbol received is:

Fdisc (r̃s, r) = |S | · ((r̃s − r) mod 1) = s̃ . (7)

This encoding scheme generates an IPG distribution that is indistinguishable from the
IPG distribution of normal traffic if normal IPGs are iid [2,3]. However, as we showed in
the previous section this assumption is often not true. This makes the channel detectable.
Figure 2 shows the ACF of the IPGs of normal Q3 client-to-server traffic on the left and
the ACF of the IPGs of the covert channel in the middle. The IPG histograms of normal
traffic and covert channel (not shown) look alike, but the difference of the ACFs is
striking.

4.2 Improved Synchronisation

The basic encoding works only if the overt traffic has accessible sequence numbers.
Otherwise any packet loss permanently desynchronises Alice and Bob. Furthermore, if
Bob is unable to observe a transmission’s start he can never synchronise with Alice.

Synchronisation can be improved by computing R from the packets themselves. Let
H be a good hash function that maps the inputs as evenly as possible over the output
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Fig. 2. Auto-correlation of IPGs of normal Q3 traffic (left), covert channel in [2, 3] (middle) and
sub-band encoding with l = 5 ms (right)

range (uniform distribution). Let B denote some part of an overt packet that is im-
mutable on the path from Alice to Bob, and let bi be the value of B for the i-th packet.
Random numbers are generated as follows:

ri = H (bi) . (8)

We assume that the inputs bi vary sufficiently so that the output of H is approximately
uniformly distributed. Previous work on packet sampling and one-way delay measure-
ment showed that generally this is the case if B is chosen properly, and suggested several
suitable choices for H and B [14]. TCP retransmissions may cause the same inputs bi

repeatedly, but using TCP header information Alice and Bob can ‘ignore’ them.
Alice and Bob need to agree on H and B. It is possible for a warden to guess H and

B and therefore to detect the covert channel, since the choices for H and B are limited.
Alice and Bob can use keyed hash functions used for Message Authentication Codes
(MACs) for higher security.

With our improved synchronisation technique lost packets can still cause lost bits,
but never a permanent desynchronisation.

4.3 Sub-band Encoding

Now we present our new encoding scheme that is much stealthier if IPGs are not iid.
The scheme encodes covert bits only into the least significant part of IPGs as defined in
Equation 3.

Let l be the size of the least significant part of the IPGs. The parameter l determines
the trade-off between stealth and robustness. Let D be the range of IPGs (maximum
minus the minimum). Then an IPG distribution typically spans m = �D/l� sub-bands of
size l, although in the extreme case it may fit in only a single sub-band. The location of
the sub-bands, the IPG value marking the start of each band, depends on the start value
of the first band. The location must be selected carefully to minimise the error rate for
a given IPG distribution.

For each of the sub-bands the basic encoding scheme is used. However, now we have
one probability distribution of the least significant part of the IPGs for each sub-band
j, resulting in F( j)

enc (.) = F−1( j)
model (.) and F( j)

dec (.) = F( j)
model (.). When building the model

from the example traffic a distribution of the least significant part of the IPGs must
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Algorithm 1. Sender and receiver algorithm for sub-band encoding
function encode(packet, prev_pkt_time, pkt_time)

b = hash_input(packet)
orig_ipg = pkt_time − prev_pkt_time
base_ipg = �orig_ipg/l� · l
band = BL [dstart = base_ipg] .x
bits = get_bits()
r = HR (b)
ipg = F(band)

enc (Fcont (bits, r)) + base_ipg

return ipg

function decode(packet, prev_pkt_time, pkt_time)
b = hash_input(packet)
ipg = pkt_time − prev_pkt_time
base_ipg = �ipg/l� · l
lsp = ipg − base_ipg
band = BL [dstart = base_ipg] .x
r = HR (b)
bits = Fdisc

(
F(band)

dec (lsp) , r
)

return bits

be estimated for each sub-band. If the example traffic is only a small sample and the
number of bands is large there may be only a few or even zero values for some bands.
For such sub-bands as well as sub-bands outside the range covered by the example
traffic our algorithm augments the data with uniformly distributed random values so
that a minimum number of samples is reached.

Algorithm 1 shows the encoding algorithm. Let BL be a set of tuples
(
d( j)

start, x j

)
that

associate each sub-band index x j with an absolute IPG value d( j)
start marking the start

of the band (base IPG). First, the algorithm determines the actual sub-band based on
the original unmodified IPG. Then the modified IPG is the sum of the least significant
part as given by the sub-band model and the base IPG of the sub-band. Algorithm 1
also shows the decoding. The receiver selects the sub-band based on the observed IPG.
Then it computes the least significant part of the IPG and decodes the bits as before.

Figure 2(right) illustrates the effectiveness of sub-band encoding. The covert channel
only very slightly decreases the auto-correlations. The drawback of sub-band encoding
is that it is less robust against network jitter, but network jitter is often small even on
longer paths. Our results in Section 6 show that the channel capacity is still high enough
for practical use, even across uncongested Internet paths with more than 10 hops. How-
ever, the scheme is also less robust against an active warden that can introduce artificial
jitter.

For active channels, where the covert sender also generates the overt traffic, sub-band
encoding requires models that model the shape of the distribution as well as the auto-
correlations, for example autoregressive integrated moving average (ARIMA) models.
The sender first uses the model to create a series of IPGs, and then uses the encode()
function to encode the covert data. For passive channels, where the covert sender en-
codes the channel into existing traffic of unwitting hosts, the correlations are already
present in the intercepted traffic.

5 Detection

We use classifiers constructed by a supervised Machine Learning (ML) algorithm. Dur-
ing training supervised ML techniques build classifiers based on data instances with
class labels attached, so that the data instances are ‘optimally’ separated into the differ-
ent classes based on characteristics (features) of the instances other than the class label.
The classifiers are then used to classify data instances of unknown class.
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5.1 Datasets and Features

As normal traffic we used the datasets from Section 3. The covert traffic was created
based on these datasets using sub-band encoding. For each normal flow we generated
one corresponding covert channel based on the same IPG distribution. We used the first
5 000 IPGs of each flow. The covert data was uniformly random distributed, as if Alice
and Bob used encryption. Each dataset had the same number of covert and normal flows
to avoid bias of the classifier towards a larger class.

Let X = [X1, . . . , Xn] be a series of IPGs of a flow with values x1, . . . , xn. For each X
we computed the first order entropy (Entropy) and an estimate of the entropy rate (En-
tropyRate) using the corrected conditional entropy (CCE) [8]. The first order entropy
is useful for comparing the shape of distributions of random variables, and the entropy
rate is useful for comparing the regularity of time series. For computing the CCE we
used equiprobable binning of the data as in [8]. To determine the number of bins Q we
performed initial tests and found Q = 5 maximised the classification accuracy.

We also computed a feature based on the two-sample Kolmogorov-Smirnov (KS)
test, which tests the hypothesis that two samples were drawn from the same distribution.
A low KS test statistic means that the distributions are similar whereas a high KS test
statistic means the distributions are different. The KS test is applicable to a variety of
data with different distributions. Since we need a feature that reflects how different a
distribution is from the set of distributions characterising normal traffic, we computed
the set of KS test statistics between a data instance (covert or normal) and all instances
of normal traffic (excluding tests of a normal instance with itself) and use the mean of
all KS statistics (MeanKS).

5.2 Machine Learning

Previous research showed that for classification of network traffic the better ML tech-
niques provide similar accuracy, but differ greatly regarding training time and classifi-
cation speed [15]. We used the C4.5 decision tree classifier [16] – more precisely its
implementation in the Waikato Environment for Knowledge Analysis (WEKA) [17],
because it had performed well previously [15]. Using a decision tree algorithm also has
the advantage that a human can interpret the resulting classifier, although with increas-
ing size of the tree this becomes difficult.

C4.5 selects features in order of maximising an entropy-based gain ratio. The most
useful features are always used at the top of the tree and irrelevant features are largely
ignored. Hence, C4.5 is not adversely affected by irrelevant features like some other
techniques and feature pre-selection is not necessary. C4.5 attempts to avoid over-fitting
by removing some structure from a tree after it was built (tree pruning) [16]. In our
experiments we used the default WEKA 3.4.4 settings for all parameters of C4.5.

We evaluate the classification accuracy based on the following metrics. A true pos-
itive (TP) is a class instance correctly classified. A false positive (FP) is a non-class
member misclassified as class member and a false negative (FN) is a class member
misclassified as non-class member. Precision is the number of class members classified
correctly over the total number of instances classified as class members [17]:

precision =
TP

TP + FP
. (9)
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Recall (or TP rate) is the number of class members classified correctly over the total
number of class members [17]:

recall =
TP

TP + FN
. (10)

We performed 10-fold cross-validation for each dataset. The data set was randomly
divided into k subsets, and the classification was repeated k times. Each time, one of
the k subsets was used as the test set and the other k − 1 subsets formed the training set.
Then the average accuracy across all k trials was computed.

The classification accuracy varies depending on the random covert data, the random
number series used for encoding R, and the random selection of instances during the
cross-validation. Therefore, we performed the cross-validation 10 times and computed
the average accuracy.

5.3 Results

Figure 3 shows the precision and recall of the covert traffic class averaged over all
datasets for the basic covert channel proposed in [2, 3] and for sub-band encoding de-
pending on the size of the least significant part l. For small l precision and recall drop to
60% or lower. For larger l they increase substantially, but even for l = 25 ms precision
is still less than 80%, well below the 96% for the basic covert channel. We found the
resulting classifiers rely mainly on EntropyRate, but MeanKS is also used occasionally
at the bottom of the tree.

A recall of 70–80% for sub-band encoding still appears high. However, one needs to
take into account the large FP rate as indicated by the precision of 60–70%. In reality,
even when assuming the warden has already selected some traffic fraction of interest,
most flows are normal flows. Thus even a FP rate of only a few percent very effec-
tively masks the covert channel. To explore the detection accuracy at low FP rates we
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computed the Receiver Operating Characteristic (ROC) curves by using cost-sensitive
classification and varying the cost for misclassified instances of either class.

Figure 4 shows the low FP-rate part of the ROC curves for the covert traffic class
averaged over all datasets for the basic channel proposed in [2,3] and sub-band encoding
with a sub-band size of 5 ms. It shows that sub-band encoding is much harder to detect.
For a FP rate of 0.5% (indicated by the vertical dashed line) approximately 80% of the
basic channels are detected, whereas for sub-band encoding the detection accuracy is
greatly reduced to approximately 9%.

6 Channel Capacity

We propose a model to compute the channel capacity, describe our experimental setup,
and present the measured channel capacities based on different network jitter.

6.1 Channel Model

We assume the channel’s output only depends on the input and the errors but not on pre-
vious inputs (memoryless channel) and we focus on a binary channel (one bit encoded
per IPG). Timing jitter causes bit substitution errors. Under timing jitter we subsume
packet timing inaccuracies at the covert sender, timestamping inaccuracies at the covert
receiver and network jitter.

In our testbed experiments the resulting error rates were approximately symmetric.
Hence we model the channel as Binary Symmetric Channel (BSC) with a capacity [18]:

C = 1 − H (p) = 1 + p · log 2 (p) + (1 − p) · log 2 (1 − p) , (11)

where H(.) is the binary entropy and p is the probability of timing errors. The capacity
C is in bits per IPG (bits per symbol). Given an average rate of IPGs fS the average
transmission rate in bits per second is:

R = C · fS . (12)

6.2 Testbed and Methodology

We implemented a prototype of sub-band encoding, using the Covert Channels Eval-
uation Framework (CCHEF) [19], which was carefully designed to maximise Alice’s
packet timing accuracy. However, since it is a userspace program it competes with other
userspace programs for CPU time. Other programs using a lot of CPU time decrease
the timing accuracy. To avoid this we used real-time Linux 2.6.20 and ran Alice and
Bob as real-time processes with high priority. We also set the kernel’s tick frequency to
10 kHz to reduce the size of time slices.

Our testbed consisted of two computers connected via a Fast Ethernet switch. We
used scp to perform file transfers capped at 2 Mbit/s, and SSH to perform remote inter-
active shell sessions. We generated Q3 with bots as players. Each experiment lasting 20
minutes was repeated three times and we report the average statistics. Network delay
and jitter were emulated using Linux Netem [20]. The network delay was emulated us-
ing Pareto distributions with a mean of 25 ms and standard deviations (σ) of 0, 0.1, 0.2,
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0.3, 0.5, 1 and 2 ms in each direction, since previous research suggested that network
jitter is heavy-tailed [21], and Netem only supports Uniform, Gaussian and Pareto jitter
distributions. Setting the kernel tick timer frequency to 10 kHz ensured delay emulation
was accurate to ±100µs.

Figure 5 shows CDFs of the absolute IP Delay Variation (IPDV [22]), both in the
testbed with Pareto distributions with different σ and measured across two Internet
paths. The 8-hop Internet path’s RTT was approximately 32 ms, and the 13-hop path’s
RTT was approximately 46 ms. We estimated the one-way delay to half the measured
RTT. Both Internet path’s IPDV CDFs lie between the testbed CDFs for σ = [0.3, 0.5].

The IPG models were built as follows. First, we measured the IPG distribution of
each application at the source, unaffected by timing jitter. We then added a small amount
of noise. Without the added noise the covert channel would not work well for applica-
tions with very narrow IPG distribution, such as Q3 client-to-server and scp traffic. The
noise represents timing jitter caused by the network, or a high CPU or network interface
load of the source host, which the warden would also encounter in reality.

Our models were histograms with small bin sizes of 100µs, as our traffic sources
cannot be modelled well with standard statistical distributions. For Q3 and SSH traf-
fic the location of the sub-bands was chosen such that peaks in the distributions are
approximately in the middle of bands.

6.3 Maximum Transmission Rates

We measured the error rates of the channel based on the network jitter and computed the
maximum transmission rates using Equations 11 and 12. Figure 6 shows the maximum
rates for sub-band encoding for a sub-band size of l = 5 ms. We selected this size
because it provides acceptable noise levels for σ ≤ 0.5 ms at a reasonably low detection
accuracy (see Section 5). Note that for TCP traffic the channel can only be encoded
in one direction due to the timing dependencies between packets in both directions.
Multiple TCP flows could be used to achieve full-duplex communication.
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Sub-band encoding has significantly higher error rates with Q3 client-to-server traf-
fic or scp compared to Q3 server-to-client traffic or SSH (not shown). However, the
transmission rates are still much higher for Q3 client-to-server traffic and scp because
of the much higher packet rates. Sub-band encoding has low error rates and reason-
ably high capacities at low levels of jitter typical of uncongested paths. Transmission
rates are up to over hundred bits per second. If the network jitter is high the capacity is
severely reduced. However, larger sub-band sizes could be used to increase robustness
at the cost of reducing the stealth.

Q3 and scp have narrow IPG distributions, and in our experiments even interactive
SSH was limited because we played back a short recorded session repeatedly. Applica-
tions with wider IPG distributions can provide more robust channels. However, bit rates
would still be relatively low since such applications also have lower packet rates.

7 Conclusions and Future Work

We showed that Gianvecchio’s and Sellke’s IPG timing channel [2, 3] is easy to de-
tect with ~80% accuracy if the IPGs of normal traffic are not iid. Inspired by image
steganography we developed an improved encoding scheme for IPG timing channels
that is much harder to detect. The detection accuracy is reduced down to ~9%. The
random numbers needed for encoding are generated from the packet content, which
makes the new channel usable with all UDP-based traffic. Our new channel has reduced
robustness, but it still provides a reasonably high channel capacity.

We performed experiments with a proof-of-concept implementation in a testbed with
different emulated network jitter. The new channel has low error rates and reasonably
high capacities for lower network jitter, comparable to measured jitter on short/medium
uncongested Internet paths. Transmission rates are up to over one hundred bits per sec-
ond, depending on the overt traffic. However, the capacity is severely reduced if the
network jitter is high.

In future work our channel model could be extended to include the effects of packet
loss. Our analysis could be extended to a wider range of applications generating the
overt traffic, and to a larger range of network conditions including packet loss. The
sender’s timing accuracy could be potentially improved with a future kernel-based im-
plementation. Another avenue for future studies are passive channels, where the covert
sender encodes the channel into existing traffic of unwitting hosts.
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