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What is Virtualization?

Separating the abstract view of computing 
resources from the implementation of these 
resources

A layer of indirection between abstract view and 
implementation of resources

− Hides implementation details
C t l i f b t t i t i l t ti− Controls mapping from abstract view to implementation

"any problem in computer science can be
solved with another layer of indirection"

– David Wheeler
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Why Virtualization?

Virtualization adds flexibility and agility to the 
computing infrastructure

Can be used to solve many problems related to 
provisioning, manageability, security, …

− Pool and share computing resources
− Simplify administration and management
− Improve fault tolerance− Improve fault tolerance

For organizations: Lower total cost of ownership
for computing infrastructure

− Fewer computing resources
− More resilient and simpler to manage

Computing infrastructure is becoming more and 
more virtualized

Why Should We Care?

more virtualized

Database systems are increasingly being run in 
virtualized environments

Does this introduce new opportunities or challenges 
for database systems?

YES!
"virtualization will be a $20 billion market by 2010"

– IDC, January 2007

YES!
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Virtualizing computing resources

This Tutorial

StorageServer

Database System

The term virtualization is also used in other areas
− Virtual teams
− Virtual enterprises
− Java virtual machines
− Virtual reality
− …

Introduction

Outline

Machine Virtualization
− Overview of machine virtualization and its uses
− Virtual machine technologies
− Virtualization and databases

Storage VirtualizationStorage Virtualization

Virtualization-like Capabilities in the DBMS

Conclusion
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Machine Virtualization
A virtual machine "abstracts" the computing 
resources of a physical machine into virtualresources of a physical machine into virtual 
resources

Introduces a level of indirection between virtual 
resources and physical resources

End users only see the virtual resources
− Can install their operating systems and run their 

li ti th i t l hiapplications on the virtual machines

A Virtual Machine Monitor (or Hypervisor) is a 
software layer that implements the mapping from 
virtual resources to physical resources

Machine Virtualization

App 1 App 3App 2 App 4 App 5
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Virtual Machine 1

CPU Mem Net

Virtual Machine 2

Operating System Operating System

CPU CPU Mem Net

Physical 
Machine

Virtual Machine Monitor (VMM)



6

Virtual Machine Monitors

Strong isolation between virtual machinesg

Flexible mapping between virtual resources 
and physical resources

− Can have more virtual resources than the 
corresponding physical resources
Can reallocate physical resources among VMs− Can reallocate physical resources among VMs

Pause, resume, checkpoint, and migrate 
virtual machines

Why Use Virtual Machines?

Server consolidation
− Typical setup today: one machine per application 

(DBMS, web server, mail server, …) 
− Provisioned for peak load. Usually under-utilized
− Instead, can run multiple applications on virtual machines 

that share the same physical machine
− Save hardware costs, administration costs, power, etc.

"$140 billi th f t tili d ""$140 billion worth of server assets go un-utilized every year"
– IDC, January 2007
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Server Consolidation

Resource Resource 
P1

P2
Requirement

Time

Requirement

Time

P1

Consolidate into a single machine with capacity P12
− Easier to manage
− Less total capacity and operating costs than original two
− Better utilization than the original two

P12 < P1 + P2

Why Use Virtual Machines?

Improved manageabilityp g y
− Dynamic provisioning of resources to VMs
− Migration of VMs to avoid down time during 

upgrades
− Migration of VMs for load balancing

Isolation between VMs
− Security
− Privacy
− Fault tolerance
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Use live migration of virtual machines [clfr05]
C ld l b d f l d b l i

Eliminating Scheduled Down Time

Could also be used for load balancing
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Why Use Virtual Machines?

Application compatibilitypp p y
− Different environments for different applications

Why Use Virtual Machines?

Software development and testingp g
− Multiple environments for development and 

testing

Software deployment
− Preconfigured virtual appliances
− Repositories of virtual appliances on the webp pp
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Virtual Appliances

http://www.vmware.com/vmtn/appliances

Virtual Appliances

http://virtualappliances.net/downloads/
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Why not Use Virtualization?

Performance penaltyp y
− Indirection through VMM adds overhead
− Can be reduced through better virtualization support

Hiding details of physical resources
− Some applications (e.g., DBMS!) make decisions based 

on assumptions about the physical resources

Introduction

Outline

Machine Virtualization
− Overview of machine virtualization and its uses
− Virtual machine technologies
− Virtualization and databases

Storage VirtualizationStorage Virtualization

Virtualization-like Capabilities in the DBMS

Conclusion
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History

Virtualization has been around since the 
1960's [gold74, fidi05]

Prominent since IBM 370 mainframe series
− Allowed expensive hardware to be shared by 

multiple applications running on different 
operating systems (i.e., server consolidation)

Virtualization today
− Larger scale
− Commodity hardware and operating systems
− Renewed interest in benefits of virtualization

User Process

Operating Systems 101

Operating System
(privileged mode)

User Process
(user mode)

syscall/exception privileged
access

non-privileged
access

Trap Handler

CPU CPU Mem Net

Physical 
Machine

privileged
access trap
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Trap-and-Emulate Virtualization 

Run VMM in privileged mode

Run OS in user mode

Privileged operations by the OS will trap

Trap handler in VMM emulates these operations as 
if they were run on the virtual machine

Non-privileged operations can proceed as before 
with no intervention from the VMM [pogo74]

User Process

Trap-and-Emulate Virtualization

Operating System
(user mode)

User Process
(user mode)

Virtual Machine Monitorprivileged

CPU CPU Mem Net

Physical 
Machine

trap

Virtual Machine Monitor
(privileged mode)Trap Handler

privileged
access
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Example Technologies

Not a comprehensive list!

VMware Workstation

VMware ESX Server

Xen

XenServer

Virtual Iron

Microsoft Virtual Server

Related Terminology

Emulation
Si l t l t h d ll i difi d OS f− Simulate complete hardware, allowing unmodified OS for 
different CPU to be run

− Must simulate each instruction so slow
− Example: Bochs

Operating system virtualization
− Isolated virtual servers within a server
− Guest and host OS use the same kernel
− Example: Solaris Containers, Virtuozzo

What we are discussing is often termed native 
virtualization or full virtualization [smna05]
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Virtualization and Databases?

Are database systems just another application 
running in the virtualized environment?

No! Virtualization poses several interesting 
research questions for database systems

− Understanding the performance of database systems on 
virtual machines

− Configuring and tuning virtual machines running− Configuring and tuning virtual machines running 
database systems

− Taking advantage of virtualization capabilities in the 
database system

Performance Overhead
DBMS is a heavy user of the operating system

Performance results from [badr03]
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Detailed Study of Overhead

Study overhead of running TPC-H on PostgreSQL
in a Xen virtualized environment [miya08]

Run TPC-H queries on PostgreSQL running on
(a) bare hardware
(b) Xen virtual machine on indentical hardware

Two questions:Two questions:
− How much performance degradation from (a) to (b)?
− What are the causes of this overhead?

Results of Warm Experiments
Base Runtime 

(secs)
Xen Runtime 

(secs)
Abs SlwDwn 

(secs)
Rel SlwDwn

(%)( ) ( ) ( ) ( )

Q1 14.19 15.30 1.11 7.82
Q3 5.20 6.98 1.78 34.35
Q5 4.53 5.99 1.46 32.21
Q7 4.09 5.32 1.23 30.14
Q9 10.99 12.81 1.81 16.49

Q10 5.04 6.36 1.32 26.17
Q13 14.02 15.27 1.25 8.93
Q18 9.38 11.54 2.17 23.12
Q19 5.26 6.33 1.07 20.41
Q21 2 79 3 65 0 86 31 03Q21 2.79 3.65 0.86 31.03

Most significant slowdown in system time
− System calls considerably slower, but DBMS does not 

spend much time on system calls
− Page fault handling is a major cause of slowdown
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TPC-H
Query

Base Runtime 
(secs)

Xen Runtime 
(secs)

Abs SlwDwn 
(secs)

Rel SlwDwn  
(%)

Results of Warm Experiments

Query (secs) (secs) (secs) (%) 

Q1 13.30 14.04 0.74 5.55
Q3 4.61 5.82 1.21 26.23
Q5 4.14 4.97 0.84 20.22
Q7 3.52 3.66 0.14 3.91
Q9 10.52 11.36 0.83 7.91

Q10 4.57 4.69 0.12 2.58
Q13 13.36 14.10 0.75 5.59
Q18 8.86 10.13 1.27 14.36
Q19 4.84 5.05 0.22 4.46
Q21 2.30 2.48 0.18 7.84

Can reduce number of page faults by using one 
client process for all queries
Slowdown = 9.8% for warm, 6.4% for cold

Discussion of Results

Overhead of virtualization is not unacceptably high
Can be made lower with better virtualization 
support
Some new types of overheads are introduced and 
must be carefully managed

− E.g., extra page fault handling overhead

Not considered in this studyNot considered in this study
− Other workloads and database systems
− Other virtualization environments
− Multiple concurrently running database workloads in the 

same or different virtual machines
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Database 
Workload 1

Database 
Workload 2

Resource Provisioning

VM 1

DBMS 1

VM 2

DBMS 2

(e.g. OLTP) (e.g., DSS)

Resource
Capacity

Resource Provisioning
What level of resources to give to each DBMS?

Configuring VM parameters− Configuring VM parameters

How to tune the DBMS for a given level of 
resources?

− Configuring the DBMS parameters

Need a model of how resource allocation affects 
database performance

Need optimization or control algorithms to decide 
on the optimal resource allocation [pazh07]
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Example Modeling Approach
Use query optimizer as the cost model [soab07]

Calibrate it to reflect virtual machine resource levels− Calibrate it to reflect virtual machine resource levels
Example (from [soab07]): Xen VMs running TPC-H 
queries on PostgreSQL and sharing the same 
physical machine

− What is the best CPU allocation?

Virtual Machine Configuration

Given a set of database workloads, each running in 
its own virtual machine, sharing one physical 
machine, how much resources to give to each 
virtual machine?

− Server consolidation scenario

Virtualization design advisor [somi08]:
U lib t d ti i f t d li− Use calibrated optimizer for cost modeling

− Refine cost model based on on-line cost observations
− Employ greedy search to find optimal allocation while 

satisfying quality of service constraints



20

Effect of Resource Allocation

Workloads on 10GB TPC-H database
− PostgreSQL on Xen virtual machines

Virtualization design advisor:
− 20% of CPU capacity to Workload 1, 80% to Workload 2

Multiple Workloads

10 TPC-H Workloads

10 TPC-H + OLTP 
Workloads
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Possible Future Directions

Dynamically changing workloads

Better modeling of resource costs
− Concurrent queries
− Non-database workloads

Configuring the DBMS parameters

Hints between DBMS and VMM
− Performance objectives
− Resource allocation constraints

High Availability

VM VMVM

App

Machine 1 Machine 2
(stand by)

Heartbeat

VM

App

Shared 
Storage

Image of VM 

VM
App

Restart VM after 
failure on a 
different machine
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High Availability

Problem: Need to protect large amounts of state
− Database
− DBMS processes

Research questions: Can we…
− rely on database recovery to reduce necessary work?
− restart from the original VM image?
− do better by having more recent images?
− speed up database recovery after restart?
− avoid losing connections and buffer pool?
− leverage work on persistent DBMS sessions  [lowe98, 

balo00, balo04]?
− do this without shared storage?

Introduction

Outline

Machine Virtualization

Storage Virtualization
− Overview of storage virtualization
− Why use virtual storage?

Implementations of storage virtalization− Implementations of storage virtalization
− Challenges and opportunities for DBMSes

Virtualization-like Capabilities in the DBMS

Conclusion
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What is Storage Virtualization?

storage virtualization is a layer of indirection g y
that allows the definition of virtual storage 
devices

virtualization isolates storage clients from the 
physical reality of the storage system

File/record layerFile/record layer

Application

SNIA Shared Storage Model

File/record layerFile/record layer

Database
(dbms)

File system
(FS)

do
m

ai
n

na
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m
en

t

Network

Host

Bl k
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e 

Block layerBlock layer

Storage devices (disks, …)

M
an

Device
Block 
aggregation

Copyright © 2000-2003, Storage Networking Industry Association
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Basic Capabilities of Virtual 
Storage

create destroy virtual devices using availablecreate, destroy virtual devices using available 
pool of physical storage

grow, shrink virtual devices

control properties of virtual devices
si e− size

− performance
− Reliability

dynamic provisioning of physical storage

Additional Capabilities of Virtual 
Storage

versioning, snapshots, point-in-time copiesg, p , p p
local and remote mirroring
migration of virtual devices

− supports provisioning, hierarchical storage management
auto-administration

− policy-based management
storage QoS and performance isolationstorage QoS and performance isolation

− active research area:  [kaka05, utyi05, hape04,wech04, 
goja03, lume03, brbr99]
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Why Virtualize Storage?

improve storage utilizationp g
reduce storage costs

Why Virtualize Storage?

minimize/avoid downtime
− simplify maintenance tasks
− transparent redundancy

improve performance
− distribute and balance storage loads
− dynamic storage provisioning
− control placement− control placement

reduce cost of storage administration
− single point of administrative control
− simplified operations
− automation, e.g., policy-based management
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How to Virtualize Storage

storage clients
In the storage

storage clients

storage network

client

In the storage
network

storage servers
In the storage
server

Virtualization in Storage Servers

virtual devices 
limited to a single 
server
storage server 
coordination, e.g., 
mirroring
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Virtualization Appliances

integrate g
heterogeneous 
servers
centralized 
administration
potential 

f
in-band

performance 
bottleneck

appliance

Example: HP StorageWorks 
SVS200

in-band appliancepp
pooling of heterogeneous storage servers
transparent data migration
local and remote mirroring

− 1-safe and 2-safe mirroring
− split mirrors
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Virtualization in Storage Clients

via logical volume g
management (LVM) 
in the storage client
e.g., Linux LVM2

− create, destroy, 
resize, snapshot, 
migrate logicalmigrate logical 
volumes

The DBMS Perspective:
So What?

Virtual storage devices are dynamicg y
− affects DBMS storage management, e.g., 

resizable tablespaces
Virtual storage devices are opaque

− affects DBMS configuration and tuning
Virtual storage devices are based on shared 
physical resourcesphysical resources

− separate administration, distinct goals
Virtual storage devices more capable than 
physical devices

− CPU/memory, functionality
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DBMS Configuration and 
Tuning

characteristics of 
physical storage 
hidden from the 
DBMS (and DBA)
how to:

− layout DB objects?
set DBMS

CREATE TABLESPACE ts
MANAGED BY DATABASE
USING (
DEVICE '/dev/rlv1' 10000,
DEVICE '/dev/rlv2' 10000)

OVERHEAD 6.0− set DBMS 
parameters?

page/extent sizes
prefetching
costs

OVERHEAD 6.0
TRANSFERRATE 0.05
PAGESIZE 8192

Exploiting Storage Capabilities

storage snapshots and versioning 
− backup and recovery
− concurrent applications

storage replication and mirroring 
− dynamic DBMS provisioning

dynamic storage resource allocationdynamic storage resource allocation
− accommodate workload fluctuations

CPU and memory in the storage system
− caching
− offload DBMS functions



30

Multi-Tier Caching

exploit memory in p y
the storage 
system
DBMS can 
improve 2nd tier 
cache 

fperformance
example: hinting 
[liab05] 

DBMS and Storage 
Administration

Textbook:Textbook:  
− DBA understands and controls dedicated 

physical devices
Reality:

− storage is virtual
− virtual storage is separately administered

DBA and storage administrator (SA) must− DBA and storage administrator (SA) must 
coordinate
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DBAs and SAs

Tasks of DBAs and SAs

database administration
− DB physical design [brch05, coba05, vazu00, 

agch00]
− layout [agch03]

storage administration:
− define and configure virtual devices
− storage allocation, capacity planningg , p y p g
− tools [anho02, waos02, anka01, albo01, dech03]
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DB+Storage Co-Design

DB Physical Designy g
− index selection, layout

Storage Configuration
− define, layout, configure virtual devices 

virtual devices,
costs

DBMS workload physical storage

DB Physical
Design

Storage 
Configuration

storage workload

costs

Storage Workload Estimation

(from [ozsa07])
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Introduction

Outline

Machine Virtualization

Storage Virtualization

Virtualization-like Capabilities in the DBMS
Workload management− Workload management

− Provisioning through database replication

Conclusion

Workload Management in DB2

Control allocation of resources to database 
workloads from within database systems without 
using virtualization

Different workloads get different levels of 
resources

Available in DB2 v9.5 
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Workload Management in DB2

Queries are classified into workloads based on the 
characteristics of their database connection

− Application name, user id, …

Can set thresholds on the amount of work 
performed by different workloads

− Elapsed time, idle time, rows returned,  concurrent 
instances of workloadinstances of workload, …

Stop workload if a threshold is exceeded

Discussion

Coarse grained approach to controlling resource 
consumption

Resource consumption not measured directly
− Difficult to measure CPU and I/O consumed by a query 

Workload manager can be integrated with 
operating system workload manager (AIX) tooperating system workload manager (AIX) to 
provide more fine grained control of CPU

− Can be viewed as a form of hint

Workload manager provides monitoring data, but 
thresholds have to be set by DBA
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Database Replication

• Replication of front-end already possible
– through dynamic server provisioning  e.g., IBM’s 

Tivoli, WebSphereXD, [Benn05], [Urga05], [Kar06]
• Database tier typically not replicated

Replication with Oracle RAC

• Network attached shared storage solution, 
allows CPU provisioning in the DB back-end 
[Lah01]
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Virtualized DB Tier Architecture 
Technical challenges
• State management
• Replica allocation

– Decide how many 
instances of each 
application should run

Resource manager controls allocations and mapping

• Replica mapping
– Decide on which node 

each instance should run

State Management Approaches

Use full database replicationp
Asynchronous replication with consistency 
guarantees 
[Platt04], [Lin05], [Amza05], [Da06]

Read-one write-all workload scheduling
− within each application’s allocation
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Why Database Replication ?

• Shown to scale well• Shown to scale well
– [Platt04] MW’04
– [Lin05] SIGMOD’05
– [Amza05] ICDE’05
– [Da06] VLDB’06

• Unified approach to load 
peaks and fault handlingScaling for E-Commerce (TPC-W) 

[Amza03]

State Management Challenge

Adaptation steps:WRRD Adaptation steps:
1. Updating replica [Das05], 

[Kemme01], [So06]
2. Load balancing and buffer 

pool warm-up

WRRD
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Updating replica 

Scheduler

Update log replay on new replica
When do we start sending new updates to replica ?
[Kemme01], [Das05], [So06], [SA06]

Virtualized DB Tier Architecture 
Technical challenges
• State management
• Replica allocation

– Decide how many replicas 
of each application should 
run

• Replica mapping
– Decide on which node 

each instance should run
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Conclusion

Virtualization
− Powerful mechanisms for improving computing 

infrastructure
− Adopted by a wide range of organizations

Database systems are increasingly being run in 
virtualized environments

− Significantly changes the operating environmentSignificantly changes the operating environment
− At the same time can be very useful

Many opportunities for database researchers
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